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\erson 1.0
Chapter 1

Overview of the Finance Standard
Client/Server Guidelines

1.1 General

As described in the MR Group, Inc.'s Network Gomputing: Srategies for (Qpen Systems, in
the DoD Technica Reference Modd for Information Management, and in the DoD Technica
Achitecture Framework for Information Management, clients are defined as hardware,
software, persons, or a combination that request services from servers. Servers are defined
as hardware, software, or a combination that provides resources to one or more clients.

Qient/ server is generaly characterized by the divison of an gpplication into components
processed on different networked computers. It is made up of two distinguishable entities:
a client, which requests a service or information from a server; and a server, which
processes the request, performs the service, and returns the requested information to the
client. The client/ server mode, which is illustrated in figure 1, has the following

capabilities:
e The client and the server can interact seamlesdly.

e Gnerdly, the client and the server are located on separate platforms and
connected via a network.

e The client or the server can be upgraded individualy.

. The server can serve multiple clients concurrently and, conversely, a client
can access multiple servers.

Applications based on the client/ server modd of computing provide great latitude in
deploying gpplication functionaity across a network. This flexibility enables the use of
desktop and portable devices, which, when working in conjunction with high- power, low
cost servas, helps provide more cost- effective busness solutions. The power of
client/ server is that it allons support to customers in making the transtion from
transaction- based processes to business- event and knowledge- based solutions.  This
trangtion is accomplished by cost- effective gpplication of new technology enablers such
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The Client/Server Model
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Figure 1

as graphica user interfaces (AJs), multimedia, and imaging, on an enterprise level. A
multimedia application might use audio responses to queries. Imaging provides a means
to eliminate duplicative data entry and inefficient paper movement. As image, video, and
sound applications become more popular, server system requirements for multimedia
storage increase and might include storage of hypertext on optical storage devices and
video/ sound data on video cassettes, compact disks, and video disks. QGient/ server aso
dlows movement of data closer to the user by providing both mobile connections to the
data and a more cost- effective implementation of relationa database technology.

Qient/ server architecture facilitates the separation of applications into distinct functions:
user interface, application logic, and data management and access. This separation alows
for magor portions of the application to be replaced without affecting the others. This
becomes a maor portability benefit. Because the portion of application that the user sees,
the user interface, is completely isolated from the application logic and data management
portions, the application logic or data management code can be updated or completely
replaced without the change being visble to the user. Such isolation as provided by
client/ server architecture makes this leved of portability possble.

Sandards are a crucia eement in client/ server architectures, defining the interface
between clients and servers and ensuring client application portability, interoperability, and
maintainability. The oandardization of these interfaces alows client/ server
communications to operate effectively in an Qpen Systems Ewironment (C). Two mgor
architectural standards are evaolving to provide guidelines and definitions for client/ server
architectures: the (pen Software Foundation's (GO39 Dstributed Gomputing Environment
(DB and UNIX International’'s (U) ren Network Gomputing (ONO.  The DoD Technica
Reference Modd for Information Management (TRV) describes the standards- based
interfaces that are open system targets for the department.

The fact that client/ server architectures are not mature must be considered when
implementing a client/ server system. Qganizations are often forced to choose among
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\erson 1.0 Chapter 1: Overview of the Finance Standard Client/Server Guidelines

proprietary goproaches. In generd, the recommended approach is to define an application
and its information requirements as sets of generic components that can be implemented
throughout a Network Computing Environment (NCB). The system can then be defined as a
set of services and the interfaces between these services and the generic components that
require their use. A common approach is to separate the user interface from the
gpplication and have it resde on a workstation while gpplication code and databases reside
on serves. (hapter 2 of this document describes five basic client/ server models.

Four fundamental attributes are associated with a client/ server architecture:

e A many-to- many relationship exists between clients and servers. (ne server
can support multiple clients at the same time and one client can access
multiple servers at the same time.

e Aserver can in turn become a client to another server. A server can change
roles depending on whether it is providing resources to a client or regquesting
resources from another server.

e (ients and servers can be, and usually are, replicated through the network.

o Requests for servers are initiated by clients. Servars cannot initiate
requests to clients.

1.2 References

1 Srategies for pen Systems, Sage 4, Sandards Based Architecture. Chapter 10,
Network Gomputing. These documents are available from the Defense Information
Systems Agency, Genter for Information Management. Gontact M. John Keane, OSA
A, (703) 285 5323.

2. DoD Technicd Reference Modd for Information Management. This document is
avalable from the Defense Information Systems Agency, CGenter for Information
Management. Gontact M. John Keane, OSA A, (703) 285 5323.

3. DoD Technica Achitecture Framework for Information Management. This document
is available from the Defense Information Systems Agency, Center for Information
Management. Gontact M. John Keane, OSA A, (703) 285- 5323.

4, Berkdey Interprocess Gmmunications (BD 4.2). This document is avalable from
OSA XV] Technica Integration Services Drectorate, lumbus, hio. Gontact M.
Gene MeVenuss, (614) 692- 5518.

6. Dstributed Gmputing Evolves The Sun Observer Magezine, page 10, September
1992.

7. Qient/ Server Gmputing, Communications of the ACM Magazine, page 77,
July 1992, \ol. 35, No. 7.

8. (pen Systems: Srategy and Sandards, Faulkner's Managing (Qpen Systems,
Pennsauken, NJ, Faulkner's Information Services, 1992.

9. Internetworking with TG 1P, \ol. 111, Englenood Qiffs, NJ, Prentice Hall 1993.

1-3



\erson 1.0 Chapter 1: Overview of the Finance Standard Client/Server Guidelines

10. Qient- Sarver Achitecture, New York, NY, McGaw Hil, 1992.

1.3 Assumptions
In formulating this client/ server guidance paper, the folloning assumptions are made:

e Anonproprietary locd area network (LAN- based architecture supporting the
full Transmission Gontrol Protocal/ Internetwork Protocol (TGH IP) protocol and
utility suite will be used. That is, end- user workstations will be connected to a
LAN server, to each other, and possibly to a corporate data server via a LAN
(ne or more servers will be atached to the LAN to provide file and print
services and X Wndow client application processes. LANs based upon
proprietary network operating systems (NOB5) will not be considered for
implementation.

Wiile the typica departmental LAN server(s) must use a nonproprietary
operating system (either PCEX or UNX), mainframes that use proprietary
operating sysems (such as 1BV compatibles with MVS X4 must be supported
on the LAN as corporate data servars for the LANs and workstations. In
addition, LAN based workstations must be able to establish terminal sessions
over the LAN using the TGP IP TEHLINET or TN3270 virtual terminal utilities. Most
of the mainframes consgdered in this document are of the IBVI 370
architecture, although there are a few others that have no native support of
the T IP protocols. TP IP support in these systems will require
augmentation of mainframe hardware and software to support TP IP
praotocols and the mounting of file systems on the network.

o VWWrkstations will communicate with the LAN and servers with TGP IP protocols.
The server(s) will be avalable to provide an (pen Systems Interconnection
() gateway service as the need for this is established and gatewaey softwere
becomes avalable. Wiile it is technically feasible to put both (3 and TP IP
into end- user workstations, a dual TGP IP and (3 protocol sack in each
workstation is expensive and difficult to administer because of the large
number required. Furthermore, an C3 gateway within each server will provide
adequate service,

e Awde area network (WAN) supporting multiple protocols, including TG 1P, will
be avalable to interconnect remote operating locations, workstations, and,
serves.

. A Berkeley sockets- based Application Program Interface (AP1) will be
avalable for application program devdopment on both the end- user
workstations and the servers. A sockets programming library will be avallable
for each platform upon which applications will be run. Suitable languages and
compilers for implementing sockets- based APls will be available on these
platforms. Ahigher- levd AR will be investigated and made available to further
insulate the applications programmer from the underlying AP. Reference
Chapter 4, Tools, for one high-level client/ server ARl available to DoD
components.
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Chapter 2
Client/Server Models

2.1 Overview of Client/Server Models

To ad in communication about and understanding of client/ server, a high- levd mode
based on the Gartner Goup's model of client/ server structure has been created. The
gpplication is divided into four mgor functional components:

Presentation—What the user sees and interacts with. The presentation accepts
and validates data entry and displays results. Athough a QU is not inherent
in the definition of client/ server, in most cases the presentation is in the form
of a Q.

Application function—Performs data manipulation and calculation.

Data management—Manages access to data files or databases, coordinates
users requests for data, and ensures data integrity and security.

Network—Provides the communications medium for  client/ server
interaction. In designing a dient/ server sysgem, a network component is
placed between two of the application components, or one of the application
components is divided across the network component.

There are various weys to divide the work of an application between the client and the
server. The modd applies viens of that application to establish client and server
responsbilities.

The folloning table summarizes the functions performed by each of these components.
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Gmponent Functions

Presentation . Gntrol of keyboard and mouse
o Draning of graphics, fonts, and objects on the screen
o Redraning of overlgpping images

Application Logic . Data manipulation
o Report generation
. Charting and graphing

Data Management Deta access

Deta integrity
Security
Ontention resolution

Network Gmmunication between client and server

Eror checking
Retransmission of data in error
Formatting data according to network protocol

Views of Client/Server Computing
The folloning views are depicted in figure 2.

Distributed presentation
Remote presentation

Remote data management
Dstributed function
Dstributed data management
Dstributed process

The viens are distinguished by the divison and placement of the presentation, application
function, and data management components across the various client and server
platforms. A component can reside entirely on the server or entirely on the workstation,
o it may be split so that part of its work is done on the server and part on the
workstation. The decison on how these components are placed is driven by the business
needs and operationa cost.

The sixth view is distinguished from the first five in that portions of the application and
data areas are distributed over the network. Network computing is a god of client/ server
processng. Network computing provides a view in which the network appears as a single
massive computer, distributing work and data access as necessary for efficient operation.

2-2
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Client f Server Views

Distributed
Data

Distributed Fernote Fernote Data Distributed
Presentation Presentation Management Function

Distributed

M Process

Server

Ietwork

Client

Figure 2

Processing Views

The folloning table indicates the level of processng power required for the desktop in each
processing model.

FROCESING MIH. WIRKSTATION
FROCESSNG FONR

Dstributed Presentation Low to medium
Remote Presentation Low to medium
Remote Data Management Hgh

Dstributed Function Hgh

Dstributed Data Management \ery High

Dstributed Process Hgh—\ery High

Qient/ server can take many forms. The folloning discusses client/ server uses from a
mainframe environment perspective.  Using this perspective does not imply that the
mainframe is adways part of the client/ server solution, nor is the mainframe being
promoted as part of the solution. The mainframe perspective is Smply used as a base on
which to build a common understanding of client/ server.
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\erson 1.0 Chapter 2: Client/Server Models
The following factors must be considered when client/ server is implemented:

Drta access security and physical security
Deta integrity

Data- sharing requirements

Wrkstation utilization

Network reguirements

These factors are emphasized not as individual factors, but as an integrated set. They are
closgly interconnected, and when one factor changes, the others are likely to be affected.

The smplified approach to client/ server described here emphasizes off- loading as much
processing as possible to the client in order to take advantage of the lower cost computer
power of the user's workstation or departmental computer. A the same time, the fact
that a mainframe server and a workstation client offer different levels of data integrity
and security capabilities is recognized. Wth these facts in mind, the impact on the
network should be consdered and the most appropriate of the six viens selected for each
specific Stuation.

2.1.1 Classic Client/Server Models

In progressing from the Ostributed Presentation Mbdd to the Ostributed Data Management
Modd, the amount of processing performed on the desktop is increasing steadily. The
generd trend in choosing one model over another is the amount of processing power
avalable on the desktop. For the less powerful desktop computers, DOstributed
Presentation and Remote Presentation are often the most appropriate choice. Remote Data
Management and Dstributed Function are often a good selection for high- end desktop
computers. Dstributed Data Management requires dgnificantly  powerful  desktop
computers.

As the client/ server viens are presented, there is an implied progresson from least
difficult as one moves from left to right on figure 2. There is also an implied migration
path, which is explained in Section 2.1.3, Implementing Gient/ Server.

Distributed Presentation

This view of client/ server involves the creation of a new user interface for an existing
mainframe application. For this reason, distributed presentation is sometimes called
beautification. It does not change the mainframe application in any way. Presentation
functions are divided between the client and the server (a mainframe). Those functions
needed for the mainframe to continue interfacing with 3270 dumb terminals are retained
on the mainframe. Those functions that provide a new; user- friendly interface resde on
the individud workstations. Thus, workstations can be introduced into the environment
while maintaining support for the existing 3270s.

Dstributed presentation can be applied to improve the user interface for an existing
aoplication. A the same time, this new interface can be integrated with office
applications.

Dstributed presentation can provide a low codt, low risk entry into client/ server while
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providing rea benefits to the customer. Therefore, it can be viened as a potentia first
step to support a migration strategy to advanced forms of client/ server. The Dstributed
Presentation section provides more information on this view of client/ server.

Remote Presentation

Remote presentation is basicaly the same as distributed presentation; however, under
remote presentation, it is no longer necessary to retain the 3270 interface. Al
presentation functions are moved from the server to the client. The manframe
application then can be modified to provide a more sophisticated technical interface to the
workstations.  Gompared to distributed presentation, remote presentation reduces costs
and dlows an increase in functionality.

Remote Data Management

In the discussions of distributed and remote presentation, the server was a mainframe and
the client was a workstation. In discussing the other client/ server views, one needs to
remain flexible about what constitutes a server and a client. For example, under remote
data management, the server may be a manframe or it may be a file server serving a
local area network. The discusson of the views of client/ server will be from the
perspective of the server as a mainframe.

Wth remote data management, data and data access functions are on the server, but
application processing and operations on the data are performed on the client (a
workstation). Al presentation functions reside on the client.

A example of remote data management is the placement of data a an information
processing center (IPQ with processing done a connected workstations.  This may be done
to share data across an enterprise leve or when security and data reliability requirements
are better met by an IPG type operation than a distributed- type operation.

Distributed Function

Under distributed function, data resides on the server as it did under remote data
management. However, when the functions reside on the client, data must be retrieved
from the server, which may impose a sgnificant workload on the network. DOstributed
function minimizes the workload on the network by placing appropriate application
functions on the server to be near the appropriate data. This arrangement decreases the
network load but does not necessarily take full advantage of the capabilities of the
workstation.

Distributed Data Management

Dstributed data management is another way to solve the problem of network load caused
by the separation of data and functions. However, instead of placing application functions
on the server as is done with distributed function, the appropriate data is moved to the
workstation to be near the functions that access it.
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The discussions here of both distributed function and distributed data management are
ampligtic. The methodology for determining the placement of data and processes within a
client/ server architecture is complex and will be discussed in the Ostributed Data
Management section.

Distributed Process

Dstributed process is the view of the promise of client/ server. Athough it is technicaly
possble to implement this view today, the state of the technology is such that caution
must be exercised in trying to obtain the flexible solutions required.

Under this view, application systems can be designed and implemented so that any of the
data or any of the functions can be moved to any component of the configuration. This
movement can be done without changing the application, and it may be done as a
preplanned operational move or while the application is being executed.

Wen applied effectively, distributed process takes advantage of the capabilities of the
various system components while maintaining a reasonable cost structure by providing
flexibility. Hexibility enables changes in at least three possible situations:

e  Wen the presentation, application functions, or data management have been
incorrectly placed.

e  Wen the customer's business changes in such a way that there is a shift in
how data is accessed and processed.

e Wen the infrastructure is changed because of things such as technology
refreshment or adjustment in the workload due to business changes.

2.1.2 Nonintrusive Processes

"Nonintrusive' processes may not be true client/ server processes as described by the
classic client/ server models. Nonintrusive processes provide a means of accessng
information from legacy systems without the requirement for extensive, or in some cases
any, modifications to the legacy application. The nonintrusive process provides the entire
logic framework necessary to access legacy systems through means provided by the legacy
system and/ or platform.

e Nonintrusive Data Access Server

The Lawrence Livermore Nationa Laboratory developed the intelligent gateway
processor (IG&), commercidly marketed as the Gontrol Data Qurporation
product Ascent, and is an example of a nonintrusive data "serve." The
IGH Ascent smulates a terminal session, sending coded keystrokes to navigete
through an on- line application, and capturing data from the returned screen
data that is read by the IGR Ascent software and not necessarily displayed to
the user. A I Ascent product (or equivalent) may have usefulness as a
migration tool. While this implementation offers the possiblity of gaining access
to host data with little or no application program changes, the technology is
relativedy crude and subject to problems such as reading information from a
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screen position which may change asynchronoudy to the client, causing
incorrect data to be received.

e 3270 "False Front"

This is a specific implementation of a nonintrusive "server,” which provides a
standard user interface, look and feel and/ or function key definition to the
user, and a back end that smulates a 3270 sesson to a legacy application.
The false- front server may provide a means to smplify and standardize an
end user's gpplication view, while minimizing impact upon legacy application
code. The server could be a migration tool.

2.1.3 Implementing Client/Server

This section includes an example of a client/ server solution for each of the sx views.
Wthin each of the dx views, hundreds of variations could determine which business
functions are placed on which components and what role a given component might fulfill.
No single solution is appropriate for every business stuation.

The client/ server solutions that one chooses to apply depend on the current Situation:
what specific problems need to be solved, which problems need to be solved firgt, and what
is important. The ultimate goa needs to be determined aong with what information
technology solutions will support that god. Qnce these are determined, several options
can be exercised in moving toward that god.

The most dramatic agpproach to implementing client/ server is to replace an existing
goplication system by developing a new gpplication system for a client/ server environment.
Athough new development is normally a high- risk, high- cost solution, it may be the best
solution to meeting one's business needs. However, the experience and interpretation of
what is going on in the industry shows that new development is not the prevalent
approach.

A more common approach is to migrate an enterprise's application system step by step
from a pure monolithic mainframe environment to a client/ server environment. This
approach leads to maximum use of client/ server for the application system or to an
eventual total replacement of the monolithic application. Mgration can be accomplished in
three ways

e Implement distributed or remote presentation—Refer to the Dstributed
Presentation and Remote Presentation sections for information and examples
of these implementations.

e Improve the application that runs on the mainframe—Use one of the Sx viens
to replace a specific mainframe application function or process with a
client/ server solution.

. Add new client/ server applications to complement the application that runs

on the mainframe—Put in a new application that solves a business problem or
supports a business process that is now cost justified in the client/ server
environment.
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(hce any one of these approaches has been accomplished the client/ server infrastructure
is in place and can be used to continue to improve business processes. (ne's migration
plan will cause iteration through various combinations of these gpproaches until  business
gods are atained. The order that each iteration takes is based on one's business needs
and targets of opportunity. There is no prescribed starting point or order of procedure.

The following pages discuss each one of the alternate client/ server views in more detail.

Distributed Presentation

Wth distributed presentation, the processing performed on the desktop is restricted to
vay basic user- interface tasks such as painting the screen, gathering keystrokes from the
keyboard, detecting mouse movement and button clicks, and sending messages (events)
indicating this activity to the remainder of the presentation logic across the network. The
workstation may be either graphical or text based. An example of this configuration would
be an X Wndow server (X Terminal). The Amy Reserve Gomponent Administration System
(RCAS uses this model to provide presentation services to the end users using the X
Whdow system and protocols.

In the illustration below, the presentation component of an application is divided between
two platforms connected by the network component.

cient Server

6444444444444447 644444444444444| AA44444444444| 4444444444447
5 Presentation K)))M Presentation * Application * Dat a 5
5 5 5 * Logi c * Managenent 5
9444444444444448  944444444444444ANAAAA444444444ANA444444444448

The following table summarizes the processing that is performed on each of the platforms for an
XWndow application:

NODE PROCESSING

A: Display Server Processor on User input/output (mouse and keyboard)
the User's Desktop (X Server)

Drawing and sizing fonts and graphics images

Redrawing of overlapped images on the user's screen

B X Qient Process Telling node A where to place objects for drawing
Telling node A what the objects look like

Application logic functions

Data management functions
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The server process in an X Wndow application is a display server, which controls the display and
user interface functions of the user's desktop device. This means that the server runs on the node
that would ordinarily be considered the client. Smilarly, X applications are the clients for the
display server. These client processes can run on desktop machines or on larger processors
normally associated with server processes.

Remote Presentation

In the remote presentation model, the client workstation provides all screen formatting, window
management, color processing, and input from keyboard or other input device. The application and
server provide no presentation or input logic that is workstation or termina specific. A protocol
between the presentation workstation and the server provides transaction formats that allow
input/ output (I/ Q to take place, and the application to have no need to know workstation
gpecifics. This could be through a standard function call protocol linked with the application. The
underlying function call would resolve workstation requirements.

The following illustrates this concept:

dient Server
6444444444444447 644444444444441 4444444444447
5 Presentation K)))))))))))))))))IM Application * Dat a 5
5 5 5 Logi ¢ * Managenent 5
0444444444444448 94444444444444NA4A44444444448

The following table summarizes the processing that is performed on each of the platforms for an
application using remote presentation:
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NODE PROCESSING

A: Client Application Local user interface

User input
Validation of input

Shipment of requested transaction to the server
(updates, inquiry, etc.)

Display results of server processing

B Save Application Verification of user security access

Maintenance of data integrity

Transaction processing (add, change records, generate
reports, etc.)

Transmit results back to client

Remote Data Management

In the remote data management view, the application processing takes place entirdly within the
workstation.  The server provides access to data required by the application. This mode would
dlow distributed processing of centraized data. Using this modd, a server is placed into an
exising mainframe system to alow access to corporate data by either remote hosts acting as
clients or workstations acting as clients. Access to corporate databases is thus accomplished with
litle or no effect on existing applications, and current gpplications adong with the existing
database management system (CBVB control the integrity of the corporate data. The Defense
Logigics Agency (OLA)- developed contract administration system, Mechanization of Gontract
Adminigtration Services (MAAS, uses this modd in its Gntractor Profile Sysem (CPS). Indeed,
@S requests data from some 18 different data servers that are using several different database
management systems at the same time.

The following illustrates the remote data management concept:

dient Server
644444444444444| A4444444444447 64444444444447
5 Presentation * Application K)))))I)I)I)IDI))))))M Dat a 5
5 * Logi c 5 5 Managenent 5
944444444444444NA4444444444448 94444444444448

The following table summarizes the processing that is performed on each of the platforms for an
application using remote data management:

NODE PROCESSING
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NODE PROCESSING

A: Client Application Screen input/output

Validate data
Manipulate data

Create Structured Query Language (SQL) requests

Transmit requests to server

Display results from server

B Saver Application Security

Data integrity

Process S from client

Transmit results back to client

A application using the remote data management view could be running in severa clients at one
time, al accessing the same database. Each type of client workstation would have its own client
gpplication. This view alows the server to be upgraded as needed in response to an increased
amount of data in the database or an increased number of clients. The server upgrade could be
performed without affecting the client applications.

Distributed Function

The digtributed function view dlows system designers to take advantage of the best avalable
computer resources. It can be difficult and risky to create. Msking a poor choice in the divison
of tasks between the client and server may result in poor response time for the user.

In the distributed function view, the workstation and server split the workload of the application.
A example might be that of data entry and vaidation for the workstation providing input to the
main application on the server. The workstation logic would provide dl daa entry, editing and
validation of data, help displays, menus, etc. The data sent to the server would be known to the
application there as fully validated and accurate. The OLA Pre- Anard Qontract System (CPACS uses
this moddl.

The following illustrates the distributed function concept.

dient Server
644444444444444| A4444444444447 644444444444441 4444444444447
5 Presentation * Application K))))))))IM Application * Dat a 5
5 * Logi ¢ 5 5 Logi ¢ * Managenent 5
944444444444444NAA4444444444448 94444444444444NA444444444448

The following table summarizes the processing that is performed on each of the platforms for an
application using distributed functionality:
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NODE PROCESSING

A: Client Application Presentsitems

| ssues requests to the server

Recelves server responses

Manipulates results (functional portion) such as reports,
statistical analysis, and forecasting

B Save Application Receives client requests

Checks security

Processes requests (function portion) such as data
extraction or manipulation

Transmits results back to client

Distributed Data Management

The distributed data management view differs from the remote data management view in that
each client has a full DBVS and is responsible for any localy stored data  If the data is not
resident on the loca node, then the client will issue a request for the data to the server. Some
commercidly available DBVS products currently support this leve of functionality.

This modd includes workstations that have file sysems remotely mounted on one or more
servars. Atypicad scenario is that of dmost any workstation attached to a local area network.
The workstation has files in use that appear to be on a local disk drive, but that are physicdly
located on the server. The remote location of the workstation data is not apparent to the
workstation user. While al proprietary network operating systems provide this service, the Network
Hle Sygdem, described in Section 3.3.1, Network Services Servas, presents a nonproprietary
approach to distributed data management. The Navy- developed Defense Travd Pay Sygem is an
example of an application that uses this client/ server model, presently on a proprietary LAN

The following represents the view of digributed data management:

dient Server
O44444444400444| AA44444444444)| 4444444444447 64444444444447
5 Presentation * Application * Dat a K)))))))))M Dat a 5
5 * Logi c * Managenent 5 5 Managenent 5
Q444444444440 44NAAA4444444444NAA44444444448 O4444444444448

The following table summarizes the processing that is performed on each of the platforms for an
application using distributed data management:
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NODE PROCESSING

A: Client Application Presentation

Application logic

Data management tasks such as data integrity, security,
and contention resolution for locally stored data

B Save Application Data management tasks such as data integrity, security,
and contention resolution for data stored on the server

Network file system service

Distributed Process

The distributed process view dlows application systems to be designed and built so that any data
or function can be moved to any component of the configuration. Its flexibility provides the
capability to change system components and maintain reasonable cost structures.

The folloning shows the distributed process view.

dient Server
6444444444444 444444444441 44444444447 644444444444 44444444447
5Present ati on*Appl i cati on* Dat a K)))))))MAppl i cati on* Dat a
5 * Logi c *Managenent 5 5 Logi ¢ *Managenent 5
9444444444444NAA444444444NA4444444448 944444444444NA4444444448

The following table summarizes the processing that is performed on each of the platforms for an
application using remote data management:

NODE PROCESSING

A: Client Application Presentation

Application logic

Data management tasks such as data integrity, security,
and contention resolution for locally stored data

B Saver Application Application logic

Data management tasks such as data integrity, security,
and contention resolution for data stored on the server
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Version 1.0

Chapter 3
Overview of Client/Server Design

3.1 Selecting Candidates for Client/Server Migration

Perhaps the most appropriate guidance for selecting candidate applications for
client/ server migration is to "start small."

The development, troubleshooting, and maintenance of client/ server applications is
complicated by the fact that parts of the code execute in different processes, in many
cases different computer systems remotely located from one another. Adding to the
complication is the possbility that the computer systems are of differing architectures,
with perhaps differing interna data representations that must be accommodated if the
application is to run correctly on a given platform.

Gareful attention to program structure and program portability is essential to successful
client/ server implementation. Applications must be designed to be very modular, with
program components isolated by general function, such as data entry, data validation,
CBVB access, and with each being a distinct and separable module. The interfaces between
modules must be well defined.

Data variables must be carefully alocated with portability in mind, so that assumptions
made in selecting a variable type that may be different in different computer architectures
do not cause applications to fail when the code is ported to another platform. For
example, a common assumption which is likely to cause problems is the definition of an
integer. DOfferent computer architectures may have differing szes of hardware regisers (8
bit, 16 bit, 32 bit, etc) This size trandates into how big an integer may be without
needing to use a second register. Programmers have in the past hardcoded these size
restrictions into applications only to have the application fail when it is ported to a
platform with a different size of basic register. As a case in point, 80x86- based PGS have
16- hit registers and a typica minicomputer will have 32- bit registers.

Another common pitfal is the way the computer architecture defines the most and least
sgnificant in the hardware regider. Is the most significant bit on the right or left. This
is sometimes known as endianness. n some platforms the low order byte (least
significant) comes first (little endian); on others the high order byte (most significant)
comes first (big endian). If an application is accessng a register in a byte- by- byte
fashion as if it were a character array for instance, the program is likely to get the wrong
byte first unless these factors are taken into the program design.

3.1.1 Identifying Candidates for Client/Server Migration

A number of influences must be consdered when developing a client/ server strategy. A
strategy is a living, expandable plan that defines the scope of an operation and an
goproach for gpplying technology to solve business problems. It must respond to evolving
customer requirements and advancing technology.
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Not al applications are suitable candidates for migration to a client/ server architecture.
The decison to migrate a sysem or gpplication must be made in the setting of the
business process the system or gpplication is in. In other words, the decison must make
good business sense.  In that context there are three categories of systems. those that
should be migrated, those that may be migrated, and those that should not be migrated.
It is important to aways consider the business process in which the system is embedded.

Systems That Should Be Migrated

A system should be migrated if it costs less to move and run the application than to
continue in the present environment. For example, if an application has clearly defined
boundaries and interfaces, can be made to run faster, and empowers its users at a lower
cogt, it should be migrated.

Some common features of systems in this category include the following:

e lIsinteractive
Were users access applications in an interactive manner, client/ server
processes are in many cases appropriate.

e  Has readily isolated functions
Hghly sructured programs are readily separable into functional components.
Program logic that provides data input/ output for the application is separate
from the application logic. The application logic can be separated easily from
the data and user input/ output processes.

e  Has well defined function interfaces
The function cdl logic is well defined; functions have only one entry and exit,
with a well- defined input and return parameter protocol.

e Has data structures well separated from the application
Data structures are not tightly bound to application logic. Data bases are
accessed by S calls rather than proprietary DBVB function cdls. Idedly, the
S cdls would not be randomly scattered in the application code, but rather
placed into a separable set of functions themselves to dlow farly easy
modification of proprietary embedded SQ pre- compiler implementations.
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e Is new application development
New gpplications can be desgned from the beginning for client/ server
processes. Wen desgning from the beginning for client/ server technology,
programs can be structured effectivdy from the beginning.

Systems That May Be Migrated

A system existing in a business environment that does not support client/ server should
probably not be migrated even if, when viewed in isolation, it is a perfect candidate for the
move. That is, when examined in the context of the business process the system is
embedded in the total expense would be too great. For example, an application that has
clearly defined boundaries and interfaces and can be made to run faster would seem to be
a good candidate. However, when viewed in the business context, the added cost of new
equipment, personnel retraining, etc, would add to the cost enough to make the
conversion prohibitive.

Some common features of systems that could be in this category include the following:

e  Having many remote clients needing access to central data
Were data is required for several or many client processes (distributed
departmental or persona workstations), it may be appropriate to make
server(s) available on the hosts that own and control the data. This is
typicdly more efficient from both a technica and user perspective than
downloading a static copy of data to a remote location.

e  Having distributed data accessed by a central application
Wen an aggregation of data that physicaly resides on a number of different
hosts (in perhaps widdy dispersed locations), it is appropriate to place server
processes in these hosts to alow access to this data while retaining control of
the data within the host. The client process can request either a read or
update access to the data, with the host(s) managing the access and/ or
update processes.

e |s undergoing major change/reengineering
Qder sygems that are undergoing major change and program reengineering
may be good candidates. The reengineering may develop a good code structure
that will dlow client/ server processes to be introduced.
Systems That Should Not Be Migrated
Some sygems should never be migrated. For these sysgems, the costs and/ or risks far
outweigh the benefits. Such a sysem would fal into one or more of the following
categories.
e Runs in an isolated environment without interaction with other systems or users
e s about to be replaced with a completely new system
e Isused infrequently

Some festures common to systems in these categories include the following:
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e  Having poorly defined function interfaces
If application function interfaces are vague or applied in an unstructured
manner, designing for client/ server could be difficult.

e  Having data highly integrated into the application
Data service is one of the most important client/ server implementations. If
data usage within an application cannot be separated readily from application
logic, accessng data by client/ server processes will be very difficult.

Is highly stable and not subject to much change

Is not easily subjected to function decomposition

3.2 Application Clients

Client Characteristics

Applications requesting services from another process, located in the same system or in a
network- connected computer system, are clients of those service processes. BExamples can
range from the very smple (such as the workstation requests for file service for server-
mounted shared files used by the Navy- developed Defense Travd Pay Sygem (DIPS)) to the
very complex (such as the M3DAS Gontractor Profile Sysgem's client departmental computer
requesting data from some 18 widely dispersed hosts with a number of different CBVE).
In both cases, some portion of the application is processed in the client computer, and
some in the server.

In the case of DIPS the entire business system logic of the application is processed within
the DIPS PC workstation, with the workstation and server teaming up to provide data
management services for the application. To the end user, the DIPS application appears to
be housed entirdly within the PC workstation, and indeed could be if shared files were not
needed. DIPS fits the Dstributed Data Management mode as described in Chapter 2,
Qient/ Server Modds.

M3oAS CPS on the other hand, puts most of the business system logic in multi- user
minicomputers at 14 dtes and sends requests for specific contractor data to each of 18
host dtes managing four different DBVS products. The (PS agpplication uses a
client/ server development tool deveoped by the Defense Logigtics Agency cdled CPENLINK
OEN\LINK is described in Ghapter 4, Tools Usng GAENUNK dlowed PS gpplication
programmers to devedop the business system logic for both the client and server, without
having to implement relativdy complex Berkeley sockets code in the application. The
entire effort of opening connections to the hogts, setting up the sockets protocols, and
verifying correct data transmissions is handled by the (penlink tool, with only a smple
gngle- function cal from the application client.
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3.2.1 Workstation Client Systems

Refer to the Wirkstation Quiddlines document for specifics on workstation configuration
recommendations.

Personal Computer Workstations

Intel 386 and 486 persona computers can host application client processes in a TP IP
(pen Systems Ewvironment. In addition to the basic PG a network adapter card and TO? IP
software are required. The Wirkstation Quidelines document details the components
required on the PCthat enable it to function as a LAN workstation.

For program development, additionad softwaere is required on devdopment RGs.  This
includes a library of Berkeley sockets function calls, a compiler that is compatible with the
sockets library, and perhgps Gomputer- Aded Software Engineering (AS) deveopment
tools. Aso recommended are X Wndow libraries and a high- levd X Whdow development
tool.

UNIX Workstations

Persona computers configured as UNIX workstations, as recommended in the Wirkstation
Quiddines document, dl have necessary T IP hardwaere and softwere available. These
RCs are suitable either as workstations or, with enough memory and disk storage, as
low end departmental servers.

For program development, X Whndow libraries and a high- levdl X Wndow development tool
are recommended.

X Terminals

X Terminds are technically servers providing presentation services, but they are included
here because they ae end- user workstations.  These workstations can only be
presentation servers, and nativdy work with TGP IP LANs.  No additional software is
required to use an X Termind. The application running as an X Client on another
computer must be written to use X Wndow protocols in order for an end user to be able
to use an X Termina. In the early migration, X Termina usability will be very limited, as
only a very few applications are currently in devdopment as X Wndow applications. Qe
such gpplication is the Functiona Deveopment Maintenance System (FDVD, a portion of
the Defense Qvilian Personnd Data System (DAPDY being developed by the Ar Force
Mlitary Personnel Center at Randolph Ar Force Base.

3.2.2 Departmental and Corporate Host Client Systems

Departmental minicomputers and DoD corporate host systems, normally used as servers,
can aso be clients for other services. Asystem can at one instant be a server, providing
some service to another, and at the next become a client, requiring the services of one or
more other systems.
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The hardware and software that allows a departmental or corporate system to be a server
adso dlows it to be a client of other servers.

3.3 Servers

Server Characteristics

In general, a server should be suited to the role it is caled on to peform. The server
needs to fit the business process as well as the application environment. Suitability
congderations include choosng a compute server with enough centra processng unit
(QV) horsepower or a file server with enough disk space. If the server is to be a
database engine, then it should have the compute power to manage the database and the
I/ O power to handle the user requests for data access. If it is to be a communications
server, then it should have the connection capacity to service the user community
connectivity needs. In dl cases, it should be wall connected to the LAN so that the seam
is not a bottleneck.

Aserver should be matched to its clients. It should have an architecture that alows ready
interoperation with its clients. The server must support the identical protocol suite
supported by the client in order for them to work together. Aso, servers generally support
multiple clients, and are normaly ether as powerful or more powerful than the client
computer systems.  For example, it probably does not make sense for a microcomputer
to be a server for a mainframe.

Two general types of server processes are outlined below  The first, Network Services
Servers, provide services that are not application specific, but avalable for use by end
users, the network, applications, or other processes that require these standard services.
These services are required for oveal system management, security, various file transfer
utilities, and general presentation services. The second, Application Servers, are those
that are deveoped specificdly to support one or more application functions, such as
database access.

3.3.1 Network Services Servers

As technology continues to evolve, server specidization is extending beyond that of a
database server to such functions as communications, termina emulation, fax, library
management, and electronic mail. The following functions will be required of such servers:

1. File Sharing Service

A primary network service is the ability to share files between LAN connected
workstations. Network file sharing service will be provided on LAN based servers by
the Network Hle Sygem (NFS. NFS will be replaced in time with the Dstributed
FHle Sygem (OFS, which is provided by the (pen Software Foundation (CFH)
Dstributed Gmputing Evironment (DCB), detailed below.

Qients may have a need to share the same data file in a workgroup environment.

This data file is then placed on a file server (a shared file processor) and clients
send their I/ Orequests to the file server. Afile server generdly provides a client
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with access to the entire file, so that if one client updates a shared file, no other
clients are able to access the file during that client's access.

Srve file sysem(s) will be "mounted’ on the users workstations during the
workstation boot process. These file systems will access files in the workstations
native form, transparently to the user. The files will appear to be on the users
workstations, but will physcdly reside on the server(s). In this manner, files may
be shared among severd users on a LAN File and/ or record locking will be done
on the server to ensure data integrity.

2. Network Printer Sharing Service

In a networked work area, there is little need for individual printers attached to
each workstation. This is especidly true of the relatively expendve laser printers.
The server will manage one or more printers in a pool, avalable to al users
connected to the LAN using the UNXY PCEX line printer server (LPD with the
matching printer client (LPR) on the workstations. Network printers will be
avalable for workstation use just as if they were physicaly attached to the
workstation.

(ne high- quality, high- capacity printer may replace al individua client printers in
a workgroup environment. Al clients may send file print requests to a print
server. A print server maintains a queue of dl files to be printed, sending each
print file, in turn, to a shared printer. Individud print files are typicaly printed
with a special separator page indicating the client name and file name.

3. Virtual Terminal Service

Wirkstations connected to a LAN will ill need occasiona connection to hosts
located on the network. The standard TCH IP THINET service will be provided to
dlow a "virtua" termina on the users workstations.

THNET is an example of the TQY IP remote access application, a virtual terminal
facility that alows a user to connect to a remote system as though the user's
termina is physically attached to the remote system. The THNET protocol defines
interactive, character- oriented communication. This protocol specifies a network
virtual terminal (NVT) that consists of a keyboard and display screen. The primary
advantage of usng a network virtual termina is that it permits clients from a
variety of computers to connect to a service.

From the user's point of view, THINET converts the user's termina to a terminal
connected directly to the remote system. The remote system displays a prompt
that requests the user to enter a login identifier and a password when the user
invokes THNET.

This virtual terminal service will be extended to include 3270 termina connection
to IBVi compatible mainframes by including a TGP IP component for the mainframe
host and a 3270 virtual terminal for the users workstations. The TN3270 product
will form the basis of the virtua 3270 workstation softwere.

4. Network News Service

A important service to be provided to warkstation users, as well as others in the
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DoD is access to the network news.  The network news provides worldwide and
organization- wide information service to connected sites. News articles are grouped
by generd subject area, such as dod.general, dod.announce, and many other
categories that may or may not be DoD or Gomponent related. DoD newsgroups will
contain important DoD and/ or UM documentation, such as the HJ Syle Quide, or
AM Technicd Reference Modd in eectronic form, avalable for download world
wide It can adso be used to post job announcements, policy notices, or any other
information. The TQY IP Network News Transfer Protocol (NNTP) server will be used
to provide dient/ server- based network news to the workstations.

5. File Transfer Service

Wrldwide file transfer will be avalable from al DoD LAN connected workstations.
This facility will be provided by the TG? IP Rle Transfer Protocol (FTP). An FTP
client will be on the workstation to communicate with any FTP server in the DoD

FTP can operate either with known, authorized users authenticated by the FIP
server when the service is requested, or "anonymoudy” where the user need not be
known to the server in order to retrieve nonsendtive files Wiile anonymous FTP
can be very useful, it does present some system security chalenges and must be
carefully administered. It will be recommended that anonymous FTP servers be
limted to ingdlations that can commit to an increased levd of sysem
administration skill and activity. The typica office LAN server should not support
anonymous FTP, but rather require authentication in order to send or receive files.
s (3 file transfer (FTAV) components become available, this service will be
included in the LAN server via an application gatewey.

6. Electronic Mail Service

Another important network service is that of eectronic mall (E Mal) management.
The TGP IP Smple Ml Transfer Protocol (SVIIP), coupled with the UNDXY PCEX
sendmail service and Pogt dfice Protocol (PAP) service will be used to provide
worldwide, standards- based eectronic mail service Each  workstation  will
interoperate with the LAN server via a PP client process cdled a "User Agent.” PC
workstation software for PP mall user agents is avalable in a number of
configurations to match user needs. This ranges from smple, freeware PGP mall
clients that operate under M5 DC5without Whdows, to relatively daborate Vhdow

based integrated TQM IP packages that include electronic mail user agents.

As (3 dectronic mail (X400) components become more widely available, this
service will be included in the LAN servers as a gateway service

Privacy Enhanced Ml (PBV) is being investigated as an additiona feature that will
alow authenticated mail service

7. Security Service
Enforced security services are required to ensure that user authentication is
supported as well as authorization for client access to databases, to specific tables
in the databases, to network services, and to the applications that the client is
approved to access.

A method of providing for authentication of users and issuing a time- limited

3-8



\erson 1.0 Chapter 3: Overview of Client/Server Design

authorization for selected services will be provided. The authentication service will
be provided by the Kerberos server. Kerberos wes developed as a pat of the
Vassachusetts Indtitute of Technology (MT) project Ahena, a very large network
computing installation based upon UNIX servers.

(nce authenticated by Kerberos, a user can access any data and/ or processes for
which hel she is authorized without having to do any further login or password
validation, so long as the data or process server interoperates with Kerberos.

Trusted Kerberos authentication servers will be located in physicdly secure
facilities, typicaly information processng centers (IRG). Because the Kerberos
servers authenticate users and validate requests for access to mission- critical data
and processes, they must themselves be secured and administered by skilled,
responsible security administrators. Kerberos servers should be located regionally,
with severa redundant backup servers available in case of outage.

Kerberos is a part of the C8- DCE, described below.
8. Standard Time Service

Wthin TP IP, a service is available that dlows one machine to obtain the date and
time of day from another machine. A program executing on a client sends a
request to an executing server program. The server obtains the current date and
time of day from an authorized external service, encodes the data in a standard
format, and returns it back to the client. This information is required by other
network services and is used to schedule and control processing. Network latency
can be a problem. However, a delay approximation can be made and added to the
time of day that the server returns to the client.

A known, accurate time is required by the Kerberos security service and other
functions. Because there can be wide variance between clocks in computer systems,
a means to synchronize system clocks within some smal tolerance is required.
Sandard time service should be regiond, with several redundant backup time
servers available in case of outage.

9. Domain Name Service

Advanced naming or directory services are available and running on networks today
that provide a mechanism through which servers resident on that machine can be
located. To fidd requests of a specific type, servers indicate their availability.
Wen a client request is made, and if a service is avalable, a naming service
returns the address to which requests can be sent. Wen converting from a
domain name in text form, the BID UNX socket interface provides library routines
to perform conversions to an IP address. A that time the client may contact the
server directly. The naming service address could be a wall- known port number,
defined at boot- time or retrieved via broadcast polling techniques.

A name service can be provided by any UNX PCEX system that supports the

Domain Name System (DONS. DNS servers provide a means to look up network
addresses for computer systems on the network. The domain name service makes
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10.

11.

it unnecessary for users to know the specific Internet address of a given sysem.
Qupled with a standardized naming scheme, merely knowing the component and
perhaps base or station alows an automatic network service to provide message
traffic to the correct host. The UNX DNSwill be used for this service

Directory Service

To describe, record, and find characteristics of various services and information
they provide, networks require names and directories. An eectronic mail system
must be able to locate a user's mailbox in order to deliver the mail. Drectories
can be organized into hierarchies in which a directory can contain other
directories.

A (3 X500 directory service will be provided to provide a means to locate
computer systems, files, individuas, eectronic mail addresses, and many other
look- up requirements. The first implementations of the X500 directory service will
run over a TQH IP protocol suite, using the freeware ISCCE product.  This will dlow
the devdopment and early use of C8 X500 directory services in advance of full C8
implementations around the department. This directory could form a mechanism
for enabling cross- functiona data sharing by placing appropriate information in
one or more global X500 directories. VWrkstations will be provided access to
this service via a specid LAN server implementation of the "who is' or "finger"
TP IP s=vices.

Presentation Service

In the case of Ostributed Presentation, the presentation part of the application
code is split between two or more network nodes. Therefore, a portion of the
presentation services will resde on and be provided by the server. Normally, the
Dstributed Presentation modd will include a front- end component and a back- end
component. The front- end presentation component resides on the workstation and
handles the physical part of the user interface to include the following:

Sreen displays
Qaphica user interfaces
Whdow management
lor

Fonts

Mouse

Keyboard

The back- end presentation resides on the server and performs common, shared
presentation functions.

The X Whdow System for UNDX based platforms, Easel and Infront graphical user
interfaces for DB and (B2, and (5 2 Presentation Manager are examples of
Dstributed Presentation implementation.  When used in combination with PG to
ddiver gaphica user interfaces to manframe applications, DOstributed
Presentation is especidly  beneficia.  This is one waey to leverage existing
investments in host applications, databases, PG, and LANS.

Astandard presentation service will be provided for DoD applications in the form of
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12.

the X11 XWndow protocols system. X Whndow; coupled with the MOIF Gaphica
User Interface will provide the standard graphic desktop environment for DoD
gpplications. X Widow server software will be provided on workstations, and client
software will be provided on gpplication server platforms. In the X Whdow system,
the workstation is the server because it provides presentation services, unlike other
client/ server processes.

@QJ progranming can be cumbersome, time consuming, and error- prone, and can
distract from the major task of deveoping applications. It will be necessary to
provide X Wndow GJ builder softwere for application developers. A GJ builder
dlows the screen layouts to be done a a high level, such as a screen painter,
generating source code for the GJ in Cor Ada

OSI Gateway Service

A number of the network services described above are based upon TOH IP
standards, rather than CH. In order to provide C3 transition, while smplifying
workstations as much as possible and keeping workstation software costs to a
minimum, an C3 gateway service will be provided on each LAN server. This will
include an eectronic mal SVIIP- X400 gatewey, FTP- FTAM file transfer gateway,
and others as necessary. It is intended that C3 gateway services be provided early
in the LAN implementation process. (3 gateway products are avalable on a
number of different platforms and DoD contracts, making the service easy to
obtain.

3.3.2 The DCE Client/Server Architecture

ren systems and distributed cooperative processng are key to the client/ server
architecture. Qne of the best known candidates to become a de facto standard is CFF's
Dstributed Gmputing Ewironment. 1t meets or exceeds the OSA Technical Reference
Modd for Information Management's specifications and consists of the following integrated
components (See figure 3- 1):

Dstributed FHle Sygem
Drectory Service
Remote Procedure Glls
Threads Services

Time Srvices

Distributed File System (DFS)

Ddtributed file systems permit a user on one system (that is connected to a
network) to access and modify data stored on files in another system. File server
data is accessed by copying that data and storing (caching) it on the client system
to dlow the client to read and modify it. Modified data is then written back to the
server. Aproblem exists when more than one client tries to access and modify the
same data.

DCE OFS forces the file server to keep track of each client and its cached data. It
uses tokens to keep track of cached data. Based upon the type of access the
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client requests, tokens are distributed to a client by a server when the client
caches the data. If a client wishes to modify data, it must request a write token
from the server. If a wite token has been alocated, the server informs other
clients that the wite token has been issued. Qher clients will dso receive a
message that their data is no longer current and the server revokes the token.

DCE DOFS fedures include the following:

. Access security and protection. [OFS supports both authentication
(Kerberos system) and an access control list method for granting
file access to authorized clients.

J Data reliability. D DFS supports replication for its network
services to ensure that any single point of failure does not result in
the client being unable to continue processing. |If one server
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becomes unavailable, the client is automatically switched over to
one of the replicated servers.

. Data availability. The system administrator is alowed to perform
maintenance (file movement, data backup, etc) on network
resources without bringing down any servers or the network.

o Performance. DEDFS is efficient and capable of being extended.
It caches file status data on a client system, which reduces the
number of client data requests and thereby reduces the server and
network workload.

o Manageability. DOFS uses distributed databases to keep track of file
location, authentication, and the access control lists used by the
clients and servers. The domains of these databases are separately
administered and maintained and can be accessed by any client.

° Standards conformance. DCE OFS conforms with the IBEEE PCHX
1003.1 file sysem semantics standard.

. Interoperability with Network File System (NFS). DFS provides a
migration path from NFSto DCE DFS by providing gateways dlowing
clients usng NFSto interoperate with DCE DFS

DEDFS is based on the Andrew Fle System from Transarc Qorporation. It differs
from Sun's Network Hle Sydem (a current de facto standard) in two man
categories.

o OFS uses globd file space dlowing dl network users to see the
same paths to accessible files. In NFS each network node has a
different view of the file space. Qoba file names ensure uniform
file access from any network node via a uniform name space.

o NFS wes designed primarily to operate in a loca area network
environment. CFS provides integrated support for both local and
wide area networks.

2. Directory Service

Anything that can be named and accessed individualy (network services, eectronic
mailboxes, computers, etc.) is cadled an object in DCE  Each object has a
corresponding entry in the directory services. Each entry contains attributes that
describe the object. The name entries are collected into lists called directories.

DCE objects are defined by their names, and applications and services gain access
to objects by accessng the appropriate directory entry and retrieving its
attributes.  This indicates the importance of the name and directory services to
the DCE (pject characteristics are separated from the object itself and, most
important, the location independence of objects is assured. This type of
organization alows applications and services to access objects even if the object
moves or changes some of its attributes.
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The DCE Drectory Service is integrated with the other DJE components, including
DE DS and possesses the same characteristics (security, riability, availability,
manageability, and performance) as the DE DS=

Designed to participate in C3's X500 worldwide directory service, loca DCE users
can be tied into X500 directory service. In addition, users in other parts of the
world are alowed to access local names via X500. DCE supplies naming gatenays
caled Qobd Drectory Agency (). For example Alocd client in one part of the
DCE network that needs to look up the name of a remote client sends its request
to a locd A resding on a name server. The QDA on that server forwerds the
request to the worldwide X500 service, which looks up a name and returns the
result to the @A which in turn passes it back to its client.

The Qpen Software Foundation DCE uses a service- independent Application Program
Interface to ensure portability and interoperability, and to isolate application
programmers from the detalls of the underlying services. This APl is based on the
X (pen Drectory Services (X5 APl specification.  Applications usng XO5 can work
with the DE Orectory Service and with X500 without modifications.

3. Remote Procedure Calls (RPCs)

A extenson of high- leve language subroutine calls is represented by the syntax,
semantics, and presentation services of the RRC RRGs dlow the actua code of the
caled procedure to reside and be executed on a physicaly remote processor
transparent to the application. RRCis the most critical segment of the entire DCE
architecture. DEs R are easy to use, and designed to be transparent to
various network architectures and to support threads as described below. RRCs
syntax, semantics, and presentation services are the primary differences between
Fs DE and UNX Internationa’'s (U's) Qoen Network Gmputing (ONQ.  In
addition, C5F dissgrees with the way ONC encourages fundamental RRC protocol
modifications by users.

4. Threads Services

Network environments typicaly achieve their goads by linking participating
processors, providing opportunities to implement some degree of pardld
processng. CF- selected the threads strategy for its DCE  This strategy uses
subprocesses (threads) that exist and operate within a single instance of the
executing program and its address space. The program itself can use specid
synchronization tools, such as semaphores (flags or monitors), to control access to
a common, modifiable resource shared by several users (for example, a memory
variable).

Shared memory among multiple programs or the use of explicit synchronization
veabs to exchange messages among programs are examples of other methods that
can be used to implement paralld processng. However, these methods usualy
involve resources externa to the program. DES Threads Services (based on DECs
ncert Multithread Achitecture) offers portability and supports the PCEX 1003
application and system services interface specification.

5. Time Services
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5 sdected DECs distributed Time Synchronization Service for its completeness
and amplicity. The function of the time services component is to synchronize the
clocks of dl network nodes with the clock that controls the network as a whole.

Because CF- DCE wes designed to fit into the client/ server model, DCE components
must be present on the service requestor (DCE client) and the service provider
(DCE serve) as indicated in figure 3- 2. It is not smply a software package that
can be ingtalled on a server.  DCEs components are placed "between" applications
and networking services on both the client and the server. The DCE client/ server
mode hides actual details of services from end users even though DCE is a multi-
layered architecture containing a number of basic services

DCE Server
DCE Client
Distributed DCE Applications
DCE
DCE Funt.ialne:ntal Data-Sharing

Services Services
Operating System
Network Interfaces

Networl

Figure 3-2 DCE Client/Server m:

3.3.3 Application Servers
1. IBM-Compatible Mainframe Data Servers
A. General
A very high percentage of computer sysems that manage DoD corporate
data ae mainframes, mostly IBM S370 compatibles running the

proprietary IBI M\VS opearating sysem (primarily MVS X4). The natural
communications protocols in this environment are not the open T IP
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protocols necessary for client/ server processing as described in this paper,
but rather proprietary S\NA protocols requiring SNA communications front-
end processors (FE).

In order to implement servers in the mainframe hosts to supply data on
demand to clients using open protocols, and perhaps some application
processng as wWell, it is necessary to augment these hosts with TQY IP
components.  This augmentation includes software, the TOY IP drivers
through which applications communicate with the underlying protocols, and
hardwere for connection to a LAN loca to the host's IPRC  The IBW
compatible mainframe server runs as either a started task or MS
subsystem. The following diagram illustrates the requirement.
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Note that the implementation of TGM IP softwaere and hardwere in the host
in no way impacts its ability to continue to process data and communicate
over the NAlinks. The T4 IP components provide true added value.

JCALS Global Data Management System (GDMS)

A promising technology that is emerging from the Joint Computer- aided
Acquigtion and Logidics System (JCALS is the Data Management (DM
subsystem, which includes @VE  The M subsystem executes as three
cooperating processes hosted on the JCALS Data Management Processor
(DVMP).  The generd process flow shown in figure 3- 3 is centered around
the @VE These processes communicate via UNX domain sockets. The
Locd Data Management Service (LOVB will fork and execute processes for
each transaction needed with any one DBVE The VS will communicate
with other QOVS servers executing at other Sites.

(nce the @IVB server is activated, it accepts socket connections from client
applications and other OVB servers.  Each socket connection represents
either a user transaction or an external (VS sub- transaction.  The OVB
wll query the Dctionary- Orectory module for location information,
priorities, data triggers, constraints, alerter, and security based
information. The user request is then localized at a globa levd; that is,
the OVB locates the gite(s) that contain the information. QVB sub-
transactions are created, scheduled, and dispatched to ether the LOVB
running localy or to other QDVS servers executing at remote sites. OV
provides for data integrity via a Qobd Data Integrity component that
includes two- phased commit logic.
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The LDVS will query the Octionary- Drectory module for local location
information. The V5 request is then localy locdized; that is, the LDV
determines the DBVBS executing on the loca processor that contains the
requested data Locad sub-transactions are created, scheduled, and
dispatched to the various modules responsble for managing connections
and transactions with these DBV,  The LDOVB assembles the local sub-
transactions responses into a single LOVB response. The GOVS in turn
assembles the LOVB response with any (VB responses and returns the
information to the client application.

The JCALS DM system is currently under prototype devdopment by the
JGALS contractor, Gmputer Sciences Gorporation.  JCALSwill go through the
MASRC Il process is early 1993. Wiile the GV component is not currently
available, the functionality to be provided by the JCALS DM system will bear
close watching as a relatively near- term data server available within DoD

2. "Departmental™ Minicomputer Servers

In the departmental server environments (UNIX and/ or PCHX), TP IP hardware
and software is common and very inexpensve. Al departmental servers
recommended for DoD Automated Information System (AS) implementation will be
specified to include the required TP IP hardwaere and software as a standard
purchase.

3. Layering Server Code for DBMS and TCP/IP Isolation

Application Program Functions

In its smplest representation, an application program can be thought of in three basic
processing layers representing agpplication functions summarized below and depicted in

figure 3- 4:

Presentation logic. Presentation logic performs screen formatting, dialog
management, reading and witing of the screen information, window
management, and keyboard and mouse handling tasks. This part of the
application code interacts with the end user's terminal. Advanced presentation
logic can handle such functions as data type and range validation, cross- fiedd
editing, context sensitive help, message logging, and access contral.
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Figure 3-4 Typical Application Compon
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e  Business processing logic. Business logic processes the input data according
to the requirements, rules, and agorithms of a particular business task it is
designed to perform. This part of the code is not directly related to end- user
and/ or database I/ Q Usually, business processing logic is user written in any
of the supported third- generation (3Q@) languages (eg., B, G P/ 1), or in
higher level fourth- generation (4Q) languages (user written or generated by a
code generator).

e Data management logic consists of two components:

- Data processing logic - A pat of the application code that
manipulates data within the application. Typicaly, a data manipulation
language (OM) is embedded into the 3@ or 43 gpplication code. Data
residing in the relational database managed by the relationd DBVBs
(ROBVB) is accessed usng some didect of 1. The use of embedded
L will be discussed in more detail below

- Database processing - The processing of the data that relates directly
to the requests prepared in the DML (physicd 1/ Q buffer, log and lock
management, etc). Peformed by the DBVS this low levd data
management is hidden from the business logic of the application.
However, within the context of the architecture, data processing is an
essential part of the application logic.

Each of the layers could be further decomposed, which in generd is a good design and
development approach.

Properly designed, an application program provides a strong separation between these
three layers, to the point that each could be, and in many cases is, a completely separate
section of code, developed and debugged entirely separately from the others. A
wel- defined interface to each layer provides a standard method of communicating
parameters and data from one layer to another. These layers are typicadly individua
modules, called functions or procedures, which are called by other functions requesting the
services of the layer. The function cal interface describes how each function is called,
what parameters are required, and the type of data each parameter must be.

Presentation logic is wholly responsible for displaying information for the end user on a
workstation; interactions between presentation logic, business processing logic, and data
management logic are performed in a cooperative way. These interactions take the form
of clients requests and servers responses to those requests.

Business processing logic is whally responsible for the processing required by the business
system. This is the heart of the application providing business area support to the
functional user, and it is the part that the applications programmer must be most
concerned about.

Data management logic is wholly responsible for accessing data, either flat files or formal
databases, on the data host.

Many ROBVBSs provide the gpplication programmer a means of embedding SL statements

in the application's source code. In most cases, this embedded S feature is implemented
in awey proprietary to the DBVB vendor. The DBVE vendor provides a pre-compiler that
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reads the application source files prior to the language compiler and turns the embedded
S code into proprietary function calls to the ROBVE It is important to strongly separate
embedded S statements into a section of code that can be readily modified to allow
porting the application to another vendor's ROBVE  The ideal application program interface
would be a function that is passed a character string representation of the S statement.
This function could then perhaps have the proprietary precompiler code necessary to
access the ROBME  Wien porting the application to another ROBVE the application's
business processing logic would not require modification.

Applications developed with structured programming techniques and proper softwere
engineering guidelines can help separate these functions. However, it must be recognized
that separation of application logic into these categories is not aways  straightforwerd in
complex data systems, and boundaries between the functions are not aweys clearly
defined.

In a typica client/ server architecture, the three layers described above form natural
separations for client and server services. The business processing logic layer is typicaly
the master, requesting service from the other two layers as the application needs it. The
presentation logic and data management logic layers, in turn, act as slaves to the business
processing logic layer accessing data, displaying information, requesting the update of a
record from a CBVE and so forth.

Important benefits are provided by this layered architecture:

e Layer independence. Each layer is only awnare of the services provided by the
layer immediately above and below it, but not of the implementation of the
lower or higher layers.

e Flexibility. An implementation change in one layer (new technology, different
hardwere, etc.), should not affect the layers above and below it.

e  Simplified implementation and maintenance. The breskdown of the system
functionality into smaller, smpler sections supports this.

e Standardization. Sandards are deveoped more easily when the layers of
functiondity, services, and interfaces are precisaly defined in the architecture.

3.4 Application Program Interface (API)

Some newly emerging fadlitators make the job of moving to client/ server more direct
than in the past. (perating systems are becoming more open and have built- in calls or
interfaces (APl9) that alow task- to- task communications and resource sharing. These
cals are themselves becoming standardized so that applications can be ported from
platform to platform with minima effort.

A Application Program Interface is defined as a programming language interface between
a program and its user. The APl is implemented by the application platform component
performing the service. To promote portability, no vendor extensons should be used. In
those instances where a standard ARl and respective products do not exist, a proprietary
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interface may be necessary. This interface should be replaced by a standard conforming
interface when available. Support applications should be developed to isolate this interface
S0 that replacement impact is minimal.

Sockets

A socket is an endpoint of communication to which a name can be attached. The "type" of
socket determines the method and mode of data transfer:

e A Stream Socket provides hidirectiond, reiable, sequenced, and unduplicated
flow of data without record boundaries.

e A Sequenced Packet Socket provides bidirectiond, reliable, sequenced, and
unduplicated flow of data with record boundaries.

o  ADatagram Socket provides unreliable packet transfer across the socket.

e ARaw Socket provides access to underlying communication protocol and is
provided so sophigticated Internet applications can be developed.

The client, as well as the server, must first create a socket by issuing some appropriate
socket interface call, a bind cal, and a connect cdl. The client and the server can now
transfer data by using the "read/ write" calls.

1. Berkeley Sockets

Based on the Berkdey Software Dstribution (B operating sysem, network 1/ Oin
UNIX environments rely on sockets. Sockets can be perceived as the result of a
combination of the port address with the local area network address. Unless a
customer has access to the operating system source code, sockets cannot be added.

There may be a large number of sockets on any given TGP IP network. Each socket
uniquely identifies one specific application on a specific node on a specific network.
The IP can transmit packets to the appropriate nodes; the TGP then delivers the
packets to the appropriate program (process) on that node.

When one socket wishes to connect to another, it must use a specific mechanism to
establish that connection. TP is a connection- oriented protocol that provides
these mechanisms. Typicaly, a connection is established by usng an active or
passive network open. A socket announces that it is open and avalable for
incoming traffic when it wishes to receive data. This is a passve open. A passive
open may be fully specified, which means that the socket that issued a passive
open tells the network which socket may connect to it.

The active open socket tries to find a socket that it wishes to connect to. The only
way an active open can be successful is if the requested socket cooperates by being
a passve or an active open. A three- way handshake is used to support correct
synchronization between the two end points at connection.

e A gynchronization signal and an initid sequence number is sent to the
destination by the requestor of the connection.
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e The receiver sends back the acknowedgment, sequence number, and
synchronization sgnas when the synchronization signal is received.

e The requestor sends the acknowedgment back to the receiver following receipt
of both sgnals.

Messages can be lost, delayed, duplicated, or delivered out of order since TCP is
built upon unrdiable packet delivery services (IP). This makes the three- way
handshake necessary to ensure proper synchronization. The three- way handshake
guarantees that both sides are ready to transfer data, and both have agreed on the
initiadl sequence numbers. TGP uses packet sequencing to ensure proper order of
packet delivery and checksum for error detection. The checksum method aso
augments the guaranteed delivery pratocol by usng retransmisson of messages in
the event of time- outs. TCP provides for data transfer from one socket to another.
TaPs most used methods for data transfer are as follows

e  Segmented data transfer that allows TCP to send data in segments across the
network. To provide for the best efficiency, segment sizes can be adjusted.

e Push mode that forces TP to send al data without network efficiency
congderations being involved.

2. Remote Procedure Calls (RPCS)

RPCs provide a relativey high- level application interface to client/ server services
that is similar in appearance to norma C language function cals. The need exists
for individud process components of an application to run elsewhere on a network.
The use of a traditional programming construct, the procedure cal, is used by
RRGs and extended from a dngle system to a network of systems. In its
communication system role in a client/ server environment, the RRC requesting a
service from a resource component (server) is issued by a process component
(client). The location of the resource component is hidden from the user (client).
RRGs provide powerful tools that are necessary to build client/ server applications.
Two mgor tools are as follows:

e A language and a compiler produce portable source code smplifies
client/ server applications development.

. The system architecture and network protocols are provided transparently
to the application by a run- time facility that allows distributed applications to
run over multiple, heterogeneous nodes.

In order to develop an open and compliant client/ server application, a deveoper
creates an interface definition using the Interface Definition Language (IDL). The
syntax is smilar to ANS G but has additiona language constructs specificaly for a
network environment. The ICL compiler then trandates the definitions into stubs
that are bound with the client and the server as depicted in figure 3- 5. The stub
on the client system acts as a substitute for the required server procedure. The
server stub subgtitutes for a client in a similar way. Qherwise manua operations,
such as copying arguments to and from RRC headers, converting data
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Figure 3-5 RPC implementation

when required, and calling the RRC run- time are automated with the use of stubs.
The folloning features are suggested for RRC run- time:

e Transparency and independence from the underlying networking protocols

e Support for reliable transmission, error detection, and recovery from network
fallures

e Support for a common method of network naming, addressing, and directory
services, which are also independent of network directory services

e  Adility to handle multiple requests smultaneoudy and multi- threading support

for parald and concurrent processing (reducing the time required to complete
an gpplication)
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e Portability and interoperability with various system environments

e  Support for resources integrity and application security

Severa methods to implement RRGs exist including those available through Sun's
Network Gomputer Achitecture (NA) and C8Fs DE  They are not, however,
interoperable.  hce standardized, DXEs RRC may be one of the strongest
candidates for a standard RFC

Serve- to- serve and client- to- server DBVS connectivity is also an activity best
supported by the RRC By providing a message- based, connectionless mechanism,
the remote procedure call alows one process to execute another that resides on a
different or remote system, or even running under a different operating system. A
database RRC is a request for a service or data issued over a network to a CBVB
server by a client or another server. Database RRCs are not like traditional remote
procedure cals. Database RRCs can call stored procedures and alow the DBVB
server to return multiple records (rows) in response to a single request. This can
greatly reduce the network traffic by diminating the need for a client to send
lengthy SQL statements and receive individud records separately. Heterogeneous
CBVS connectivity is more easily obtained because language syntax compatibility
problems are eliminated. A note of caution is in order, however, about using
embedded S)1. Even though the S may be AN standard, different compilers
may not be. Each locd DBVS "spesks' its own data access language and the
trandation of an SL query into a hierarchica data access, for example, is a mgor
task. Sometimes it cannot be done without rewriting a query or an entire
application.

3. High-Level Interface

These communications mechanisms provide an abgtraction from the underlying
operating sysem, the network protocols, and network software and hardwere. This
abstraction is the result of a regulated and carefully designed set of APIs that
remain unchanged across various platforms. The interfaces are vendor
independent and may not even need to be recompiled when porting from one
platform to another.

A. Hiding Lower-Level API

OFENLINK is a software suite that provides a general- purpose client/ server
AFl. This dlows a client gpplication to be developed without the need for
the application programmer to understand or develop the sockets protocols
necessary to connect to and communicate with a server (see Section 4.5,
Qher Tools).

B. Language Bindings Required
Bnding refers to the binding of a conceptual set of services and a
standardized interface that establishes rules and syntax for accessing them.
Language bindings are documents gpecifying PCHX in  programming
languages.

Wirking groups are reformulating the PCHX 10031 dandard to include such
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programming languages as G Ada, and FORTRAN 77.  The core services of this
standard are programming language- independent and represent services that are
common to the languages. Some fundamental system services cannot be included
in the core section. For example, though memory management may at first be
considered a core service, it must be included in the language- specific section of
the standard. Programming languages such as FORTRAN have not typicaly provided
memory management, and categorizing memory management as a core service
would impose unreasonable requirements for FORTRAN implementations.

It is not unreasonable for other language bindings to specify some areas that are
undefined or unspecified by the underlying language standard, or that are
permissible as extensons. This may solve some difficult problems.

Wsing as much as possible of the target language in the binding strengthens
portability. If a program wishes to use some PCEX capabilities, and these are
bound to the language statements rather than appearing as additiona procedure or
function cdls, and the program conforms to the language standard while using
those functions, it will port to a greater range of sysems than one that is required
to use procedure or function cals ingtituted specificaly for the binding to PCEX
to do the same thing.

A program that requires the PCEX capabilities that are not bound to the standard
language directly (as discussed above) has no potentia for portability outside the
PCEX environment. It does not matter whether the extension is syntactic or a new
function; it ill will not port without effort. Gven this, it seems unreasonable not
to condder language extensons when determining how best to map the
functiondity of PCEXinto a particular language binding.

Bnding directly to the language, where possible, should be encouraged both by
making maxima use of the mapping between the operating system and the
language that naturaly exists, and where appropriate, for the languages to request
changes to the operating system to facilitate a better mapping.
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Tools

4.1 Introduction

Various tools are required in the support of development, implementation, and deployment
of client/ server applications. This chapter outlines those tools that are required, those
without which client/ server applications cannot be deployed, and those that make the job
of client/ server development easier.

4.2 IBM-Compatible Mainframe Tools

A high percentage of computer sysems that manage DoD corporate data and that are
necessary for emerging applications are mainframes. Myst are IBM S 370 compatibles
running the proprietary 1BV WS operating sysem; most of these in turn are MS XA The
natura communications protocols in this environment are not the open TQY IP protocols
necessary for client/ server processing as described in this paper, but rather proprietary
SNA pratocols requiring SNA communications front- end processors.

In order to implement servers in the mainframe hosts to supply data on demand to clients
using open protocols, and perhaps using some application processng as well, these hosts
must be augmented with TG? IP components. This augmentation includes software, the
T IP drivers through which applications communicate with the underlying protocols, and
hardwere for connection to a LANlocal to the host's IPC

1. TCP/IP LAN Adapter

Several viadble sources of TOXY IP Bhernet LAN adapters are avalable for 1BV
compatible manframe sysems. Wien conddering the sdection of a T IP
network adapter and software for the mainframe, performance of the subsystem,
and its impacts upon the performance of the mainframe computer system must
aso be congdered. Some of the hardware/ software suites support the off- loading
of TGP IP pratocal processing to the controller.

The fdllowing list of mainframe TCP IP LAN adapters is not all- inclusve; other

products may exist. These products were known at the time this paper wes
written:
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e InterLink 3722
e [BM3172
e Hbronics K2000

2. TCP/IP Software

Soitwere for BV compatible mainframes is generdly avalable from the same
sources as for the LAN adapter hardware. Al of the folloning products have NFS
softwere avalable. The software packages corresponding to the adapters listed
above are as follows

e Interlink NI T IP

e IBMTPIP for MS XWndow, and Kerberos is available for the IBM
suite.

e Hbronics KNET
3. TCP/IP Sockets Support Library

Al three vendors noted above have a TOP IP sockets library avalable as an option.
The sockets library is required for the devdopment Gentral Design Activity (A
installations, with code linked into the applications.

4. C Compiler

A Ccompiler is required for the development (DA in order to create GBAL or Ada
language bindings to the sockets functions. A C compiler is aso required for the
mainframe port of the GABENLINK product, as discussed below. A least two vigble C
compiler products are available for the mainframe:

e IBMC
e SASC

The TQM IP sockets library vendor should be consulted to ensure that any compiler
dependencies are addressed and that the correct compiler is purchased.

A run- time library is avalable for both the IBM and SAS compilers. Wsing the
run- time library may reduce the size of load modules, but may lead to licensng
issues. The run- time library, if used, must be present in each mainframe upon
which the load module runs. The SAS compiler will create load modules that do
not require a run- time library with the overhead of a larger load module.
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4.3 UNIX/POSIX Minicomputer Tools

Al UNX PCEX implementations available commercialy and on contract vehicles have the
necessary hardwere and software available for client/ server implementations. Most of these
components are optional, however, and must be specificaly ordered. It is recommended
that all UNX PCEX minicomputers, whether for the department or desktop, be ordered
with the following hardware and software components:

TQY P LAN adapter

TP IP software

(3 etevay software
NFS software

XWndow client software

Al departmental UNIXY PCEX systems ordered for application development should include
the following:

TP IP sockets support library
C compiler
Ada compiler
X Whdow development tools, including a GJ builder, and an Ada language
binding library

4.4 MS-DOS/Windows PC Workstation Tools

The tools required for M5 DO M5 Whdows workstations are available from  contract
vehicles available to the DoD The basic components required include the following:

TP IP LAN adapter card
TP IP driver software
NFS software

XWndow server software

For those systems used by application development programmers, the following are aso
required:

o TP IP sockets support library

o Ccompiler
. Ada compiler
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4.5 Other Tools

4.5.1 OPENLINK High-Level Application Program Interface

OFENLINK is a software suite that provides a general- purpose client/ server AR This dlows
a client gpplication to be developed without the need for the application programmer to
understand or develop the sockets protocols necessary to connect to and communicate
with a server.

The GFENLINK client softwere is called from an application by a single function cal. Data
may be passed to the server from the client and received by the client from the server
with the single cdl. The OFENLINK client softwere is a very smal (gpproximately 5K byte)
subroutine that is linked into the client application.

A sngle GFENLINK server process in each server machine provides service to dl GFENLINK
clients connecting to the server. The CGPENLINK server connects with server application
code to process a single service request and returns the resultant data to the appropriate
client.

OBENUNK has been ported to a number of platforms, including 1BV compatible
mainframes, M5 D05 R, and a number of UNIX systems. An GPENLINK server is available
on each of these platforms, as is an GFENLINK client.

OFENLINK wes deveoped by the OLA System Automation Genter (DBAQ in Mlumbus, Qhio.
Further information may be obtained from DSAC Points of contact are M. Gl Litzinger,
CBAG FS (614) 692- 8107 or M. Seve Hnchman, DBAG Q (614) 692- 9646.

4.5.2 Online Report System (ORS)

GRS is not a client/ server process, but provides a means for distributing and viening
paperless reports generated by applications that are remote to the end user. It is included
in this document to publicize the need for and a solution to the necessity for processing,
distributing, and viewing report data on a workstation in a logica and easlly understood
fashion.

Nearly al business data systems provide printed reports that are used by functional users
for many tasks. These reports are sometimes very large, difficult to manage in a relativey
centralized workplace, and nearly impossible to manage if they need to be distributed to
many dtes around the country remote from the data processing instalation (CHl) that
generated them. As CPl consolidation progresses, the problem is expected to worsen. Wth
time, data system redesign will likely eiminate the need for printed reports, replacing
them with on- line information. However, during the interim, the need for printed reports
will continue.

GRS dlows reports to be "printed” to files, transmitted to a "report server” minicomputer
a the end users dte in eectronic form, and viened by one or more end users at the site.
GRS is parameter driven S0 that it can be set up for a user to view only that report
information in which he or she is interested or is authorized to see. Sandard UNX user
and group permissons are used to provide report privacy and user authorities. GRS

4-4



\erson 1.0 Chapter 4: Tools

removes heading information from the reports, except for a single occurrence that stays
on the screen. The report may then be scrolled horizontally as wall as verticaly.  Text
search capabilities are provided.

RS wes devdoped by the OLA System Automation Center (DBAQ in Glumbus, Qhio. Further

information on GRS is avalable from DBAG T. Point of contact is M. Douglas Whipple,
DBAG TO5 (614) 692- 9070.
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Chapter 5

Economic Analysis

5.1 Economic Analysis Factors

Wiile technology such as client/ server processing can be an enabler for vestly improved
applications, access to information, end- user satisfaction, and much higher flexibility in
the deployment of applications, the decisions to implement client/ server technology must
be based on functiona requirements. Gient/ server technology will, in many cases, require
the implementation of new technical infrastructure such as LANs, workstations suitable for
cross- functional use, and data and application servers. These infrastructure changes will
be costly and in some cases will impact the working environment as well as the technical
infrastructure itself. These costs must be borne by the functional community for which the
infrastructure changes are being undertaken. Savings in the functional processes will have
to justify the costs of the new technology.

V¢ in the technical community cannot provide functiona cost savings that will justify new
technologies such as client/ server. V& can, however, provide indghts into the costs of
implementation of new technology, and assist in bringing these technology costs into the
Functiond Economic Analysis equation. The technicad community can adso assst the
functiond community in determining whether and how new technology such as
client/ server can form the basis for implementing business process changes that might
not be possible without new technology.

5.2 New Technology Cost Categories

1. Technology Infusion

The cost of the new technology to be installed is a direct cost to the
implementation of client/ server applications. This category includes the following:

e Hardware: Wirkstations, LAN components, servers, and routers

o (OIS Sftware: Wirkstation and server software, including the cost of
ongoing support of this software

o GE Sftware: Wility and system support software, as well as the cost of
ongoing support. This would include public doman or "freewere"
products and their support.
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2. Training

o System Administration: LAN server, and workstation support staff that
directly supports the infrastructure on a daily basis.

e Applications programmer: Cient/ server devdopment training and
conference costs.

o (@A System Programmer: LAN server, and workstation system softwere
training required to devdop these highly skilled technica software
positions.

. Bnd User: Functional end- user training in the interaction with the GJ,
mouse, and other workstation or server features, as well as training
for the newy implemented applications. nsstency in the
implementation of the GJ between gpplications and across functiona
areas will reduce this cost.

3. LAN Administration

e System Administration: The ongoing cost of the technical staff that
provides LAN server, and workstation support directly to the
infrastructure at a functional user's site.

4. Environment
o \Vdrk Area Expandon: This would include changes to the user's work
area, such as dze expanson to accommodate a desktop computer
where no computer or terminal existed.
o Hectricd Power Enhancement: This would include the costs necessary to

update electrical power in a work area when the power previoudy did
not have to be adequate to support desktop computers.
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Executive Summary

The OSA logigtics Technicd Integration Management office currently has over 20 near-
term initiatives (NTIs) in the process of becoming basdine systems. In generd, these
systems will require new hardware acquisitions to support implementation of the basdine
system and subsequent migration to DoD standard systems. The baseline systems can
conast of hardwere deployed in three tiers. centraized systems (D8OFS), multi- user
distributed systems, and single- user distributed systems. This document addresses the
identification of potential contract vehicles to be used to purchase hardwere for each tier.

The centralized systems support an IBW MVS compatible execution environment with wide
area communications services provided via the Defense Information Systems Network
(OSN). Both the multi- user and single- user distributed systems must support a Portable
(ren Systems  Interface Sandard (PCHX) execution environment for newly acquired
hardwere.

Hardware requirements at the centralized tier therefore consist of IBM compatible
mainframes, peripherals, and communications equipment. A number of different potential
contracts were reviened to determine if they could be used to purchase the required ACP
hardwere. A complete list of al contracts reviened is presented in the body of this
document. Those contract vehicles that appear most applicable to supporting OSA TIM
logigics centralized system hardwaere acquisition requirements are identified in exhibit
ES 1. Both existing contract vehicles and contracts that can or will be anarded in the next
12 months have been included. Nb single existing contract vehicle will meet OSA TIM
logigtics requirements for both IBM compatible mainframes and peripherals. However, two
acquisitions in process that may help with QAU requirements: the GSA Drop- In Technology
acquisition and DLA QU acquigition. Both support purchase of 1BV compatible mainframe
equipment. The DOLA contract will be anarded in late 1992 and the GSA contract in late
1993. Naither includes DA a tape sydems. Dsk and tape subsystems may be available
from the OLA contract with Sorage Technology but will likely require a separate delegation
of procurement authority (CPA) from G3A If a separate CPAfrom GRA s required, GSA may
ingst on full and open competition.

The DLA GPU contract can be used to purchase 1BV compatible mainframes based on the
soope of the contract. Mgor acquisitions using this vehicle for non- CLA sites will, however,
require a separate OPA from GSA GSA will likely require a separate competitive acquisition
to obtain the OPA G3As position could make this vehicle of little value to other than DLA
Stes.

A aternative option for purchasing IBV compatible mainframes and peripheras is to use
Smdl Business Administration (BA) 8(a) businesses that qualify as regular deders. It
appears that these acquisitions can be completed in less than 4 to 5 months and can be
structured as Indefinite Quantity/ Indefinite Delivery (1D 1Q contract vehicles supporting the
requirements of more than one near- term initiative The primary advantage of this
approach is the ability to structure the contract to meet specific NTI requirements without
being required to conform to the IBA 50 percent services content requirements of other
8(a) contracts such as the OSA Onnibus contract with Advance Qoxporation. For those
hardwere components that cannot be purchased through existing contracts, using this
approach is recommended and discussed in more detail in the body of the document.
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Milti- user and gngle- user distributed system hardware requirements include UNX
servers, loca area network hardware components, X Terminals, personal computers (UNIX),
and OS\ to- Bhernet gateways. Recommended contract vehicles for acquisition of these
components are provided in exhibit ES 2. These contract vehicles appear to easly meet
near- term logistics requirements. The most probable contract vehicles are ARCAC 300 and
Desktop V. Wiile these components can be purchased through existing or soon- to- be-
anarded contracts, the oveall quantities required to support longer term logistics
requirements will probably not be available on these contract vehicles. A separate
acquisition to meet logistics requirements for UNIX servers, workstations, X Terminals, and
LAN components would be advisable. It may adso be possble to obtain these components
through in- process acquisitions if they can be structured to include logistics requirements.
(ne candidate acquisition for including longer term logistics requirements is the Sandard
BEngineering Wirkstation (BB acquisition currently in process by the Ar Force at Wight
Petterson AB. It is difficult to use A 8(a) contract vehicles for these requirements
because of the BA 50 percent services content rule for 8(a) contracts. The 50 percent
content exception discussed earlier gpplies only to mainframe purchases through 8(a)
contracts.

The contract vehicles discussed in this document appear to provide the means of
purchasing smal quantities of ADP hardware for the NIIs but will not support larger
quantities of workstation and mainframe equipment potentialy required in the more
distant future (more than 1 year out). The OSA TIM office should work with OSA M to
establish longer term purple contracts for required ACFE for both the centralized systems
and user access area (distributed systems) environments. Failure to take this action now
will lead to serious acquidition problems as NIIs are deployed.
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Executive Summary

Exhibit ES-1, Centralized System Acquisition

Contract

DISA Omnibus
Contract
Advance Corp.
MelvinLaney
(202) 7859220

GSA Drop-In
Technology

AlIPC

DLA Consolidation

Vehicles

Gov./Vendor
Contact

John Godbey- CO
(703) 6922782
RhondalL aGard -
Contract Specialist
(703) 6923706
Diana Hickey
(703) 6929685

AnnLiddle
(703) 7564500

ArmyIPCs
GloriaMcGee
(703) 3253334

Chuck Wagner
(703) 274-5352

ES-3

Summary

DISA 8(a) contract for

IBM compatibleminframes,
peripherals, and
communications equipment.
Requires 51 percent
services content for each
content for each order.

Acquisition in process for
IBM compatible mainframe
equipment. Draft RFPin
late October 1992 with award
expected in late 1993. No
peripherals or
communications

equipment included.

Potential vehicle for Amdahl
peripheralsincluding

DASD, channel adapters, and
cache memory. Purchasing
limited to Army IPCs. Other
contracts address tape
libraries, cartridge tape
systems, and upgrades to
mainframe CPUs. All
equipment must be installed
at Army |PCs.

Supports acquisition of IBM
compatible mainframe
equipment for DLA. Scope
supportsall DoD but a
separate DPA will be
required for non-DLA
reguirements. Contract
award expected in late 1992.
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Exhibit ES-1, Centralized System Acquisition Vehicles

(cont,d)
Gov./Vendor
Contract Contact Summary
Does not include DASD or
tape systems.
DLA/Storage Tech. Phil Silas DASD and tape library
(703) 2743210 add-on peripheralsfor DLA
sites. Potentially usable for
non-DLA requirements.
Marine Corps CPU Kenny Bluteau - COR Augment existing Amdahl
Augmentation (703) 6961010 installations within Marine

Corps.
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Executive Summary

Exhibit ES-2,

Distributed System Acquisition Vehicles

Contract

Small Multiuser
Computer (SMC)

Desktop 1V

protested.
DECCBOAs

SEWS

GTSI GS&ched

GMR GS&ched

Sylvest GSASched

Gov./Vendor
Contact

Mary Morris

DLAZIA

Bldg. 3, Cameron Station
(703) 274-7506

Mg.J.D. Smith
Gunter AFB
(205) 4163464

DECCO
Scott AFB
(618) 256:9690

Barry Cain- CO

(513) 2576721

Chuck Schneggenburger
(513) 255-3366

GTSI Sales
(800) 9994874
GMR Sales Rep.

(800) 2324671

Maribeth Girard
(301) 4592700

ES-5

Summary

Usable for 386 PC
hardware, software, and PC
LAN equipment.

Usable for 486 PCs,
software, and PC LANSs.
Award currently being

Usable for purchase of PC
hardware only at present.
No OS or applicaion
software included in
standard configurations.

Acquisition in process for
engineering workstations.
DISA could request that
NTI requirements be
added to acquisition.

PC hardware and software,
communications equipment,
LANSs, UNIX workstations,
Terminas GSA
GKOOK92A GS6084.

PCs, LAN equipment, PC
software, communications
equipment, printers, etc.
GSA GSOOK92AGS5451.
HP workstations, Sun
workstations, and Tektronix
X Terminasincluded in
schedule.
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Executive Summary

Exhibit ES-2, Distributed System Acquisition Vehicles

Contract

PGLAN

ULANA EDS

ULANA I

AFCAC 300

AFCAC 305

(cont'd)

Gov./Vendor
Contact

Jakki Rightmeyer
Shirley Dumbar
NCTAMSLANT Code
N811.2

138 E. Little Creek
Norfolk, VA 23505
(804) 4451493

Dusty Wince
(703) 7422406

Lt. King

Tinker AFB

(405) 7349773
WendelCrittenden
(405) 7349928

Capt. Brown- AFCAC
(617) 377-8638

Acquisitionin
process

ES-6

Summary

Usable for Ethernet LAN
equipment and DEC PCs

LAN equipment for both
Ethernet and FDDI LANS.
Limited to $25K purchase.
ThisvehicleisaBOA.

LAN equipment including
DISN gateways, FDDI and
Ethernet LANSs, and MVS
gateways. Thisacquisition
is currently in process with
award expected late 1993.

UNIX servers, terminas,
UNIX arkstations, LAN
equipment. Still under
acquisition. Award expected
in mid-October 1992.

UNIX-based database
machines. Can be used to
provide UNIX serversfor
DISA/TIMITIs.
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Appendix A
Government Contractual Vehicles Supporting
Client/Server Development

The following contract vehicle list was developed for the Technica Integration Management
Qfice for Logidics, JLSG TI. This list includes a general description of products offered on
the contract, and contacts for each contract who can provide detailed information.

@ the contracts listed, one of the most promising for providing client/ server components
on the persona workstation and server tiers is the Navy Super- mini (AFCAC 300) contract.
A the time of this writing, acceptance testing was under way and contract details could
not be released. Vi will continue to monitor this contract closely and will provide more
complete details as they become available.

(ne of the areas where client/ server components are needed most is in conjunction with
the IBM compatible mainframe. The only DoD contract that provided such components was
the ULANA contract, which has expired. To our knowledge, no current contract vehicle
exists outside the G3A schedule contract from which 1BV mainframe TGP IP components
can be purchased.
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Summary of Contracts Applicable
to
DISA/TIM Logistics Acquisition Requirements
for
Near-Term Initiatives

prepared for

Defense Information Systems Agency
Technical Integration Management Office
Logistics

Wright Patterson AFB, Ohio

30 September 1992

prepared by

Data Networks Corporation
1738 Dressage Drive
Reston, Virginia 22090
(703) 438-8499

Section 1 - Introduction and Background

Logisics community CGentral Design Activities ((DAs) have both near- term and long- term
requirements to acquire ACP equipment to met Qxporate Information Management (M)
requirements. These requirements include equipment needed to support both near- term
central- ste consolidation efforts and the ingtdlation of single- and multi- user distributed
gystems. In addition, the OSA TIM office for logigics has near- term requirements to
purchase small quantities of ADP equipment to validate technology applicable to the near-
term initiatives and to vaidate the NI application operation prior to deployment at the
C80Fs. This document identifies potential acquisition approaches and existing contract
vehicles that can be used to acquire the ACP equipment necessary to meet NIl objectives
ove the next year.

The ACP equipment required to meet NIl requirements includes 1BV WS compatible
mainframes, peripheras, and communications equipment; UNX workstations and servers;, X
Terminals, GOHIP locd area networks, persona computers with UNX and X Window, and
OSV LAN gatevays.

In genera, the existing ACP support in the logistics community consists of 1BV 3270-
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compatible display dations accessng IBVY MS compatible  mainframes.  The
communications environment is bisynchronous and SNA through OSN In some cases,
asynchronous device access to 1BV compatible mainframes is supported through LANs and
gateways to the IBVI environment. User access area equipment must be replaced or
augmented to support access to the proposed AM architecture standardizing on PCAX and
Q=P, with X Wndow and SL providing sandard GJs and database access. Rather than
usng bisync and NA as the primary communications protocols, the M architecture
requires GCHP protocols to support user access area to application processor interfaces.

A complete list of contract vehicles investigated and a summary of whether or not they
can be used to support NTI requirements are provided in exhibits A 1 through A 3. Exhibit
A 1 summarizes contract vehicles that support acquisition of IBVI compatible mainframes,
peripherals, and communications equipment. Exhibit A 2 addresses personal computers
and workstations and exhibit A 3 addresses communications equipment and loca area
networks. Detailed data for each contract is provided in the last three sections of this

gopendix.
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Exhibit A-1. Contract Vehicles for IBM Mainframes and

Gntract

OSA Onnibus
Oontract
Advance Cxp.
Mevin Laney
(202)785- 9220

GADop-In
Technology

ARC

cartridge

Peripherals

Gov./ \endor
Gontact

John Godbey -
(703) 692- 2782
Fhonda LaGard
Gontract
Specidigt

(703) 692- 3706
Dana Hckey
(703) 692- 9685

Ann Liddle
(703) 756- 4500

Amy IRG
doria McGee
(703) 325- 334

@

A-4

Summary

OSA 8(a) contract for
IBM compatible
mainframes,
peripherals, and
communications
equipment. Requires
51 percent services
content for each order.

Acquigtion in process for

IBM compatible mainframe
equipment. Draft RFP in late
Qrtober 1992 with awnard
expected in late 1993. No
peripherals or communications
equipment included.

Patential vehide for Amdahl
peripherads including DAD,
channel adapters, and cache
memory. Purchasing limited to
Amy IRG. Qher contracts
address tape libraries,

tape systems, and upgrades to
mainframe GRUs. Al
equipment must be installed

Amy IRG.
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Exhibit A-1. Contract Vehicles for IBM Mainframes and

Contract

GMR 8(aReseller

DC Information
Systems

TSS, Inc.

U.S. Marine Corps
CPU augmentation

Marine CorpsFront-End

DLA/Storage Tech.

Peripherals (con't)

Gov./ \endor
Contact

GMR Sales Rep.
Chuck Y arborough
(703) 263-9146

DCIS Sales Rep.
Wayne Carter
(301) 5856103

Charita Albright-
SBA
(202) 6341500 x307

Kenny R.Bluteau -
COR

(703) 6961011
Cathy Ziegler - CO

(703) 6961010
(MCFEP)

Phil Silas
(703) 2743210

A-5

Summary

IBM compatible mainframes,
peripherals, and
communications equipment
via 8(a) vehicle. SIC 5045.

IBM compatible
mainframes,

peripherals, and

communi cations equipment
via 8(a) vehicle. SIC 5045.

IBM compatible
mainframes,

peripherals, and
communications equipment
via 8(a) vehicle using 5045
exception to content
requirements.

Augments existing
Amdahl installations
within Marine Corps.

Supports acquisition of
Processor

communications controllers,
token ring interfaces,
Ethernet interfaces, and
maintenance for the Marine
Corps.

DASDral tape library
add-on peripheralsfor DLA
Sites.
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Exhibit A-1.
Contract Vehicles for IBM Mainframes and
Peripherals (con't)

Gov./Vendor
Contract Contact Summary
DLA CPU Chuck Wagner IBM compatible
Purchase (703) 2745352 mainframes are being

acquired through this
vehicle. Purchases are
targeted to DLA-related
activities. Contract award is
expected in late 1992. Other
DoD components may
purchase from this contract
but a separate DPA is
required per discussion with
C. Wagner.
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Exhibit A-2. Personal Computer and Workstation

Contract

Small Multiuser

Computer (SMC)

Desktop 1V

TAC I

RCAS

NPIC

AFCAC 308

Contract Vehicles

Gov./Vendor

Contact Summary

Mary Morris Usable for 386 PC
DLAZIA hardware, software, and

Bldg. 3 Cameron Station PC LAN equipment.
(703) 274-7506

Magj.J.D. Smith Usable for 486 PCs,

Gunter AFB software, and PC LANS.

(205) 4163464 Award currently being
protested.

Mary AnnGroomes Not usable for logistics

(202) 4332387 requirements, limited by

Warner amendment to
tactical requirements.

Mr. Tompkins Contract addresses

(703) 3391741 turnkey system delivery, not
ADP hardware. Therefore not
usable for CIM NTI

requirements.
Grant Chisolm It ishighly probable
(202) 8633750 that this co ntract will

support some UNIX
workstation acquisition
requirements. More
information should be
available after 1 October. The
contract is currently
undergoing renewal

negotiations.

Mrs. Durette Acquisitions limited

(804) 764-4503 to specific AF programs due
to lack of available
guantities.
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Exhibit A-2. Personal Computer and Workstation

Contract

JCALS

DECCBOAs

SEWS

GTSI GS&ched

GMR GS&ched

HFSI GSAched

Sylvest GSASched

Gov./Vendor
Contact

Wayne Johnson- CO
(908) 5320416
Jim Tomaldson- PM
(908) 5320400

DECCO

(618) 256-9690

Barry Cain- CO

(513) 2576721

Chuck Schneggenburger
(513) 255-3355

GTSI Sales

GMR Sales Rep.

Elizabeth Fox
(703) 827-3160

Maribeth Girard
(301) 4592700

A-8

Contract Vehicles (cont'd)

Summary

Not usable. This

contract is not

written to support
equipment-only purchases.

At present, usable for

Scott AFBpurchase of PC
hardware

only. No OS or application
software included in standard
configurations.

Acquisition in process

for engineering
workstations. DISA could
potentially request that N Tl
requirements be added to
acquisition.

PC hardware and software,
(800) 9994874

(801) communications
equipment, LANs, UNIX
workstations, X Terminals.
GSA GKOOK92A GS6084

PCs, LAN equipment, PC
(800) 2324671 software,
communications equipment,
printers, etc.

GSA GSOOK92AGS5451
AddIn SPARC cards for
PCs.

HP workstations, Sun
workstations, and Tektronix X
Terminalsincluded in
schedule.
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Exhibit A-2. Personal Computer and Workstation

Contract

Netcap

AFCAC 300

AFCAC 305

WIS Workstation

Gov./Vendor
Contact

Maj. Schaeffer
(617) 271-8848

Capt. Brown -
AFCAC
(617) 377-8638

Under acquisition

Joseph P. Cloutier -
PM,Gunter AFB
(205) 4165768
Bud Smith - PM
HFS Inc.
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Contract Vehicles (cont'd)

Summary

Tektronix X Terminals.

Not usable for NTI
requirements. Scope limited
to IDHS and DODIIS users.

UNIX servers, X Terminas,
UNIX workstations, and LAN
equipment. Still under
acquisition. Award expected
in mid-October.

Database machines
based on UNIX servers.

Tempest and non-Tempest

M acintoshworkstations.
Workstations running Al1X
(UNIX) OS. Scope includes
all departments for command
and control applications.
Probably not available for
logistics applications.
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Exhibit A-3. Communications Equipment Contract

Contract

PGLAN

ULANA EDS

ULANAII

AFCAC 300

Vehicles

Gov./Vendor
Contact

Jakki Rightmeyer
Shirley Dumbar
NCTAMSLANT Code
N811.2

138 E. Little Creek
Norfolk, VA 23505
(804) 4451493

Dusty Wince
(703) 7422406

Lt. King

Tinker AFB

(405) 7349773
WendelCrittenden
(405) 7349928

Capt. Brown-
AFCAC
(617) 377-8638

A-10

Summary

Usable for Ethernet LAN
equipment and DEC PCs.

LAN equipment for both
Ethernet and FDDI LANS.
Limited to $25K purchase.
ThisvehicleisaBOA.

LAN equipment including
DISN gateways, FDDI and
Ethernet LANSs, and MVS
gateways. Thisacquisition
is currently in process with
award expected in late 1993.

UNIX servers, X Terminals,
UNIX workstations, and LAN
equipment. Still under
acquisition. Award expected
mid-October 1992.



\erson 1.0 Appendix A: Government Contract Vehicles Supporting Client/Server Development
Section 2 - Legacy System Environment

2.1 Introduction

In the legacy system environment, IBM or IBM compatible mainframe processors, memory,
peripherals (especially data storage devices), and communications equipment are
potentially required. In addition, softwaere to support the additional equipment or to
support required interfaces may be required. Two methodologies for acquisition of add- on
equipment and softwere for the legacy system environment were identified.

The first method involves usng exiging 1D 1Q contract vehicles held by the various
services and commands or the GSA schedule contracts for IBVI and IBM compatible
mainframe vendors. A 2- week search for such contract vehicles through contacts in the
mainframe vendor community has yielded no contracts that would be usable by more than
one of the (D*s. Wiile further searching may lead to a contract vehice or ongoing
acquisition that better meets OSA near- term and migration system requirements, it does
not appear likely. Al contracts reviened for potential use as vehicles to purchase legacy
system hardware and system softwere are listed in exhibit A 1.

A present, BA 8(a) contracts appear to be the most useful acquisition vehicles. An
August 1991 SBA ruling granted a waiver to 8(a) contractors holding the Sandard
Industrial Gassfication (de 5045, and otherwise qudified as regular deders under the
VA sh- Hedey Act, to sall mainframe equipment to the Federal Government without the 51
percent added- value requirement normally imposed on hardware purchases under the 8(a)
set- asde program. Qur initiad assessment is that this method may alow the OSA TM
office to develop an open, timely, and accessble vehicle for acquigtion of legacy system
environment equipment.

2.2 Mainframes and Peripherals

2.2.1 Existing Contract Vehicles/GSA Schedules

Qher than GA schedules, our initial search for 1D 1Q contract vehicles yidded few
posshilities. The three potentia suppliers of this equipment are International Business
Mechines (IBV) Qorporation, Andahl Qorporation, and Htachi/ NAS in addition to other
companies that manufacture peripherd and communications equipment. G these suppliers
of manframe hardware, none has a contract vehicle to sdll to al DOSA activities except
through an 8(a) program contract requiring 51 percent services content (OSA Onnibus
contract with Advance Qxporation) of GSA schedule. 1BM has no existing |0 1Q contracts
usable by OSA or DoD that we could find. Amdahl has contracts to sl to the Amy IPRG
and the Marine Qxps, and Htachi has no contracts usable by DoD In fact, no contract
vehicdle other than a very limited GSA schedule exists for Htachi/ NAS manframe
equipment. This G3A schedule includes primarily maintenance and add- on features to
exiging Htachi and NAS manframes. See the Mainframe Qontract \éhicles Descriptions
later in this appendix.

For Andahl equipment, one existing contract for centra system equipment, one for

communications controllers, and one for DA were identified. For al three contracts,
however, accessibility wes limited to the units holding the contracts. For the DAD
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equipment, the contract is held by the Amy IRG. The mainframe and communications
controller contracts are held by the Marine Qxps. Grarviens for these two contract
vehicles are included in the Mainframe Qontract \ehicles Descriptions section.  Amdahl's
GA schedule for FY 1993 wes signed early this month and is currently at press. The
company did not have a GA schedule last year.

No data on existing contract vehicles for IBM mainframes has been identified thus far. M
IBM GRA schedule exists and a copy has been requested, though not received. Incrementd
equipment and software can no doubt be obtained in this manner.

Two different acquisitions are in process that could potentidly be useful. The first is the
G3A Drop- In Technology acquisition that addresses purchase of 1BV compatible mainframe
equipment by Government agencies and departments. The second is the OLA nsolidation
acquistion. Both are expected to be awarded in late 1993. Both acquisitions are
summarized in the Mainframe Gontract \éhicles Description section.

2.2.2 8(a) Mainframe Waiver Contracting

In August 1991, the FA established a waiver of the nonmanufacturer rule for mainframe
computers and associated peripheral equipment. The effect of this waiver is to dlow an
otherwise qualified smal busness regular dealer to supply such products on a Federa
contract set- aside for smal business, or anarded through the 8(a) program, without the
51 percent value- added or services requirement imposed when other equipment is supplied
in an 8(a) set- aside contract. As implemented, the waiver imposes two basic conditions on
the contractor and the Government agency wanting to use this contracting method:

e The 8(a) contractor must have the Sandard Industrid Qassification (SQ Gde
of 5045 (Product and Service Gde 7021) in its BA business plan suite.

e The procuring agency must determine that the contractor is a regular dealer
in accordance with the Vlsh- Hedley Act.

Netionwide, less than ten 8(a) certified companies have the required Sandard Industria
(assification Gde. Three of these companies have been certified by 1BV on their FSC 8(a)

protege program;

o DC Information Systems
8121 Georgia Avenue, Suite 600
Siver Sxing, MD 20910

(ntact: \Viayne Garter
President
(301) 585 6103
° Government Mcro Resources

14121 Parke Long Qourt, Unit 104

Chantilly, VA 22021

(ontact: Chuck Yarborough
5045 Program DOrector
(703) 263- 9149

. Technical Software Services
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1400 Mercantile Lane, Suite 200
Landover, MD 20785
Ontact: Marcus Price
President
(301) 772- 0101

Qrerviens for these companies are included in the Miinframe Qntract \ehicles
Descriptions section. A complete list of the 8(a) certified companies nationwide holding the
required Sandard Industrial (assfication Gde can be obtained by witing A at the
folloning address:

US Smdl Business Administration, Atn. Janice Harris
Eghth Hoor
409 Third Sreet SNV
Viéshington, DC 20416
Td: (202) 205- 6410
Fax: (202) 205- 7549

In addition, the US. Department of Labor is being asked to identify the key requirements
for compliance with the VWAsh- Hedley Act. Since the contracting agency is required to
make the determination for Wlsh- Hedley Act compliance, audit requirements affect how
expeditioudy a contract vehicle could be established. Requirements for compliance with the
Vi sh- Hedey Public Gontracts Act are as follows:

o [Exigence of a suitable inventory of the equipment, software, and supplies
being sold
WWrehousing space as required by the levels of inventory maintained
Mnimum weges
Qrertime pay requirements
Child labor prohibitions
Recordkeeping requirements
Genera hedlth and safety standards

PBA annudly audits its 8(a) program participants with the 5045 SC code regarding
warehousing and inventory provisions, but does not evauate on any other requirements.

In the absence of avalable or accessible 1D 1Q contracting vehicles (especidly for IBM
mainframes), this acquisition method appears to provide a flexible and timely way to
purchase add- on equipment and softwere in the legacy system environment. The 8(a)
contractors representatives are quoting 30 to 120- day eapsed time from the completion
of a Satement of Wirk that includes a potentia list of equipment and softwaere to be
supplied, to the anard of a sole- source 1D 1Q contract for mainframe equipment and
associated peripheras and communications equipment. The following steps are required:

e The contracting agency and the contractor develop and complete the
Satement of VWrk

e |IRM submits the SOWN to the cognizant GO wth the recommended 8(a)
contractor

e  (Ddevdops offer letter and sends it to BA

o PAreviens SWWand sends acceptance letter to GO
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o (Oforwards SONto the selected 8(a) contractor
e  (ntractor deveops technical and cost proposals and submits to GO

e Dand AR (IRV) review proposa and request clarifications and modifications
as required

e  (ntractor resubmits modified technical and cost proposals
e Price negotiations are conducted

e  (ntract is forwarded to BA

o BA provides find gpprovd

These steps presuppose that the contractor has been certified compliant with the Vsh-
Hedley Act and that the agency has the appropriate DPA

V¥ére the ID 1Q contract to be competed among qudified 8(a) companies, the elapsed time
from SOW completion to anard may take up to twice the quoted time for sole- source
contracts. Gmpeting an 8(a) 1D 1Q contract would be advisable if OSA TIM wishes to
establish a single open 10 IQcontract vehicle using this method. A additiona complication
is that the 10 1Q SOV must specify al equipment and softwaere that could potentidly be
required by al the As, especialy those engaged in near- term initiatives However, the
time required for the devdopment of a comprehensive lig and for the competition may
delay a number of near- term initiatives.

An aternative is for each of the s to open its own sole- source 1D 1Q contract with an
8(a) 5045 contractor for the equipment and software the (DA would require. The conditions
under which this would be recommended are as follows

e Wen the @A has completed a comprehensve engineering process and can
identify the array of equipment it will need for its near- term initiative(s)

e Wen the equipment required includes a mainframe processor (This
requirement is stated in the $BA regulation but the 8(a) contractors have
stated that waivers can be obtained for this requirement.)

o  Wen the dollar value of the incremental equipment and software justifies this
administrative undertaking (The 8(a) contractors contacted were quoting
desired guaranteed minimums ranging from $600K to $3M Howeve, this
requirement can probably be negotiated.)

It should be mentioned that Government Mcro Resources is currently discussing a
Satement of Vrk with OLA ntracts for an 1D 1Q contract that includes IBM compatible
mainframes and peripherds. The satus of these discussons and the timing of this
acquigtion will be verified with LA contracts management.
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2.2.3 Mainframe Acquisition Conclusions/Recommendations

The survey for contract vehicles to acquire mainframe and periphera equipment in the
legacy system environment has not yielded a contract vehicle that could be used by
multiple MAs. The 8(a) contracting using the mainframe waiver should be consdered by
the MAs with significant equipment needs who have completed their engineering basdine.
For the initiatives with limited requirements, only the GSA schedule appears to be avalable
asde from the contracts of limited scope or high service content requirements, as
described later in this appendix.

2.3 Peripherals

Two options were explored for acquidition of 1BV compatible peripheral equipment. The first
conssts of identifying existing contract vehicles. The second is to make use of sole-
source 8(a) contracts.

No exiging contract vehicle supports the acquistion of IBVI compatible periphera
equipment for al As that have a requirement. Some limited requirements can be met
for some (MAs through the following contract vehicles

e [Acontract with Sorage Technology
J Amy Amdahl contract - AP only

These contract vehicles and the As that could potentially access them are described in
section 2.3.1.

Acquidtion of disk drives, tape drives, add- on memory, controllers, and other IBM
mainframe- compatible peripheral equipment is not possible through 8(a) contract vehicles
unless other services such as maintenance, training, and system anadyss support are
required that allow the 8(a) contractor to provide over 50 percent of the contract value
directly. In other words, the peripheral equipment must be less than 50 percent of the
contract value if the contractor is not the manufacturer. In addition, the contractor must
meet the requirements of the Vi sh- Hedley Act. If the (DA has a requirement to purchase
mainframe equipment, peripheral equipment can then be purchased in conjunction with
the mainframe using the SC 5045 excluson rules of BA

2.3.1 Existing Contract Vehicles for Peripherals
Three contract vehicles are currently feasible for meeting some (A requirements:

e  Sorage Technology OA Gntract
e  Amdahl Gontract Amy IPC Gontract
e [OSAQmnibus Gntract Advance QGorporation

A summary of each contract is provided later in this appendix. None of three vehicles
supports OSA wide requirements. The OLA and Amy contracts are constrained in terms of
who can purchase from the contract and the OSA contract requires that the hardwere
purchase be accompanied by at least a 50 percent services content.
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2.3.2 8(a) Contracting Possibilities for Peripherals

ntracting for peripherals through the SBA 8(a) program does not gppear to be possible
given the 51 percent content constraint. Peripherals can, however, be part of a mainframe
equipment acquisition under the SC 5045 exception discussed in section 2.2.1.

2.4 Communications Equipment

2.4.1 Front-End Processors

Two potential sources of front- end processors, communications controllers, and display
systems for bisynchronous and SNA networks are as follows:

e NR mten Qxrporation
e |BM

A present we have not identified a contract vehicle other than the IBM GRA schedule that
supports the acquigition of this equipment. In those cases where a 50 percent services
content is acceptable, the OSA Onnibus contract may be gpplicable. Some Marine Gorps
requirements may be satisfied through the Marine Gxps Font- BErd Processor (MOEP
contract summarized later in this appendix.

2.4.2 DISN Gateway Equipment

The IBM mainframe to be accessed by logistics users through OSN usng GC3P protocols
must be connected to the OSN using a gateway device. The most common approach to this
connectivity is to connect the 1BV mainframe to an Bhernet LAN using an Bhernet- to-

IBM mainframe gateway. The Bhernet LAN is then in turn connected to OSN through an
Bhernet- to- OSSN gateway. Gmpanies that manufacture IBM to- Bhernet/ TP IP gateways
are Hbronics and ACC Wiichever product is proposed, it must support a complete TG? IP
socket interface to the IBM mainframe to alow process- to- process communications in
addition to THINET and Fle Transfer services.

The following are potential contract vehicles for acquidtion of 1BV to- BEhernet gateway
equipment:

. IBM GBA Shedule T IP for M5 Part No. 5685- 061
o AFCAC 300 Interlink 3722 and Access MS
o Smdl Purchase Hbronics K- Net product

G these potential contract vehicles, dl appear usable. However, the ARCAC 300 vehide is
the least cumbersome and will probably be cgpable of supporting higher purchase
quantities.
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Section 3 - User Access Area Equipment

3.1 Introduction

Equipment required in the user access area consists of UNIX workstations and servers, X
Terminds, and persona computers usng UNIX or functioning as X Terminds. In addition,
the user access area includes communications equipment to interconnect user
workstations and file servers, and to support access to remote sites through the Defense
Information System Network. Gmmunications devices consst of LAN equipment for both
ample Bhernet LANs and for high- bandwidth fiber optic LANs with Bhernet access and
communications gateways to support Bhernet LAN to- SN access.

3.2 Communications Equipment

Both 1D 1Q contracts and GSA schedules exist for acquiring Bhernet LAN components for
installation of user access area LANs. The best vehide for acquistion of Bhernet LAN
components appears to be the PG LAN contract managed by the Navy. This contract is an
ID 1Q contract with Bhernet cables, transcelvers, and connectors currently included. For
gystems to be implemented later in 1993, the ULANA Il contract appears to be the best
acquisgition vehicle. It is currently being purchased and is expected to be anarded in late
1993.

The PG LAN and ULANA Il contracts are described in more detail in the Gmmunications
Equipment Gontract \ehicle Descriptions section. Those contracts and GSA schedules that
can be used to acquire communications components are as follows:

FG LAN Gntract - page A 53

Smdl Multiuser Gmputer (SVQ Gontract - page A 35
GIS GA Shedule - page A 44

EOSULANA ntract - page A 4

ULANA Il Gontract - page A 55

3.2.1 FDDI Backbone LANs

In cases where a significant number of X Terminas are to communicate with a single UNX
server, the capacity of an Bhernet LAN may be insufficient. In these cases, FDDI backbone
LANs or other higher speed LANs are potentially required. Gontract vehicles supporting
acquigition of high- speed LAN backbones with Bhernet interfaces are

as fallows.

o Hbronics FG LAN
J dsco Systems GA Shedule

A-17



\erson 1.0 Appendix A: Government Contract Vehicles Supporting Client/Server Development

3.2.2 Ethernet LANs

mponents required to construct Bhernet LANs include transceivers, cable, connectors,
fanout boxes, bridges, and interface cards. Sources of these components are as follows:

o Transceivers FG LAN SMC GIS
o Gble MC PG AN GIS
° nnectors FG LAN SMC GIS
o Fanout Boxes FG LAN SMC GIS
o Interface Gards FG LAN SMC GIS

3.2.3 DISN Gateways

Bhernet- to- OSN gateways are provided by dsco Systems. The dsco Systems product is
available through the Gsco Systems GSA schedule and the ULANA and ULANA T contracts.

3.3 UNIX Servers

In those cases where UNX servars are required to support X Termina users, this
equipment can be acquired through the contract vehicles listed below. The NPIC contract is
currently being renegotiated and should be avalable by 1 Qrtober. Oce anerded, the
AFCAC 300 contract appears to be the most advantageous.

o n Serves Sylves GZA NAC
o HP Srvers Sylvest GA
. UNX Server's AFCAC 300

3.4 UNIX Workstations

Potential sources for UNIX workstations are Sun Mcrosystems and Hewlett- Packard (HP.
Both products are included in the Sylves Systems GSA schedule. The NPIC contract
provides a further vehice for Sun workstations. The most advantageous source, however,
appears to be the AFCAC 300 contract (once anarded).

. un NAG Sylves GA
o HP VWrkstations Sylvest GA
o UNX Workstations ACAC300
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3.5 X Terminals

X Terminals are currently manufactured by numerous companies including HP, Tektronics,
Human Design Systems, Network Gomputing Devices (ND), and Msud. A present the most
advantageous contract vehicle for this equipment is the AFCAC 300 acquisition. A longer
term potential vehicle is the Ar Force SEAS acquisition, which is just now being initiated.
If OSATIM were to aggressivdy pursue adding their X Termina and workstation
requirements to this acquisition, a long- term vehicle would potentiadly be avalable in
about a year to 18 months. hce anarded, the ARCAC 300 contract is, however, the best
current source.

HP X Terminals

Tektronics X Terminas
Human Design Systems (HC§
ND

Msud

3.6 Personal Computers and Associated Items

Those persona computer- related components required to support the OSA TIM logigtics
workstation architecture are PC hardware and D35 gpplications including X Server
applications running under either DB ar V5 Whdows on the PC

3.6.1 Personal Computers

A number of contract vehicles exist for acquisition of persona computers and associated
software packages. The most advantageous for OSA will be the Desktop IV contract once
the current protest is resolved. Gurrent contract vehicles are as follows:

o PRCs4%6 SV Desktop |V, DRI
o PRs3%6 VG DEID
o PR:386/486  GAShedule GIS

3.6.2 X Window Servers

X Whdow servers for PG usng D35 and/ or Mcrosoft Whdows are available from the
folloning companies:

e  Hummingbird Gmmunications
o FCXVew

A present, no contract vehicle or GSA schedule has been identified that could be used to

purchase these software packages. The license fee on a per- copy bass is low enough that
the small purchase authorization of each (DA should dlow these items to be purchased.

A-19



\erson 1.0 Appendix A: Government Contract Vehicles Supporting Client/Server Development

Mainframe Contract Vehicle Descriptions
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #1

DISA Omnibus

John Godbey- CO

(703) 6922782

RhondalLaGard- Contract Specialist
(703) 6923706

Advance Corporation
MelvinLaney
(202) 7859220

All DISA activitiesincluding CIM initiatives.

IBM compatible mainframes, peripherals, and
communications equipment.

This contract can be used to acquire IBM compatible
mainframe, peripheral, or communications equipment.
Most other ADP equipment can also be purchased through
this vehicle. The primary constraint is that the contractor
must maintain over 50 percent content in any order
placed under this contract. That means that the dollar
volume of hardware ordered under this contract must be
less than the dollar volume of services. Services can
include installation, operation, training, systems analysis,
etc. Up to $30 million of hardware and services can be
ordered under this contract vehicle commencing 1
October 1992.
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #2

GSA Droyppn Technology

AnnLiddle- GSA
(703) 7564500

N/A

Still to be determined but at a minimum will include al
of DaD.

IBM mainframe equipment. No peripherals are included in
this contract vehicle.

GSA hasinitiated an ID/1Q acquisition for IBM compatible
mainframe equipment. An initial CBD announcement is
expected in mid-October 1992 with final award of a
contract in late 1993. If this acquisition goes well, GSA
may initiate an acquisition for peripheralsin 1993.
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #3

AIPC DASD
Contract No. DAH®4 -92 -D-0007

GloriaMcGee
Contracting Officer
U.S. Army ISSA
(703) 3253334

Iryna Yasinska
Sr. Contract Administrator
(202) 8954317

All Army Information Processing Centers.

Amdahl DASD, DASD controllers, cache memory, and
channel adapters (Technology insertion clause may permit
support of other direct access storage devices.)

This ID/1Q contract, in place until May 1997, allows any
Army Information Processing Center to order additional
direct access storage devices for existing Amdahl
mainframes, the associated controllers and channel
adapters, and any required cache memory for the desired
1/O throughput.
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Contract Vehicle #4

Contract Vehicle: 8(a) 5045 Contract

Government Contact: Neil Wensel
SBA Washington District Office
(202) 634-1500 x 341

Contractor Contact: Mr. ChuckY arborough
5045 Program Director
Government Micro Resources
14121 Parke Long Court Unit 104
Chantilly, VA 22021
Telephone Voice (703) 2630149

Scope: All Department of Defense.

Equipment Provided: IBM and IBM compatible mainframes, peripherals, and
communications equipment; associated software.

Contract Summary: GMR is one of three IBM-certified dealers. The company
specializes in product sales and services. It iswell known
as adealer in microcomputers but has recently expanded
into departmental and mainframe systems. It was
certified in the 8(a) program in 1987. The company has
provided mainframes and associated peripheral equipment
under asimilar contract vehicle to NASA and the
Department of the Treasury.

The company holds an FY 1993 GSA schedule.
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Contract Vehicle #5

Contract Vehicle: 8(a) 5045 Contract

Government Contact: Neil Wensd
SBA District Office
(202) 634-1500 x 341

Contractor Contact: Mr. Wayne Carter
President
D.C. Information Systems
8121 Georgia Avenue, Suite 600
Silver Spring, MD 20910
Telephone- Voice (301) 585-6103
Facsimile (301) 5854128

Scope: All Department of Defense.

Equipment Provided: IBM and IBM compatible mainframes, peripherals, and
communications equipment; associated software.

Contract Summary: DCISisone of three IBM-certified dealers. The company
specializes in mainframe product sales and services. It
was certified in the 8(a) program in 1989. The company
has provided mainframes and associated peripheral
equipment under asimilar contract vehicle to
Smithsonian Institution and the Administrative Office of
the U.S. Courts.

The company does not hold a GSA schedule.
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #6

8(a) 5045 Mainframe Waivers

Charita Albright

Business Opportunity Specialist
SBA Washington District Office
(202) 6341500 X307

Mr. Marcus Price

President

Technica Software Services, Inc.
1400 Mercantile Lane

Landover, MD 20785

Telephone - Voice (301) 772-0101
Facsimile (301) 7720111

All Department of Defense.

IBM and IBM compatible mainframes, peripherals, and
communications equipment; associated software.

The Small Business Administration has waived the
nonmanufacturer rule for mainframe computers and
associated peripherals and communications equipment
since no small business manufacturer is available to
participate in the Federal market for this class of
products. This waiver alows an agency to acquire this
class of products from an otherwise qualified 8(a) regular
dealer through the SBA 8(a) set-aside program. The
procuring agency is required to make the determination
that the 8(a) contractor is aregular dealer in accordance
with the Walsh-Healey Act. The contracting office of the
procuring agency has the responsibility to assure price
reasonabl eness. For sole-source contracts, the

timeframes being experienced in mainframe set-asides
range from 30 to 90 days. Competitive 8(a) procurements
may take up to 180 days longer.

This contractual vehicle requires a minimum guaranteed
contract amount at the time of initiation. TSSI was
certified as an 8(a) company (with 5045 as a primary

Contract Vehicle #6 (cont'd)

Standard Industrial classification code, anong others) in
1991. This contract vehicle will therefore exist until the
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year 2000. TSSI's key corporate strength isits focus on
mainframes. In addition to providing mainframe
equipment and software, the company offers expertisein
applications systems development and general technical
support capabilities in the mainframe area.
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Contract Vehicle #7

Contract Vehicle: U.S. Marine Corps CPU Augmentation
Contract No. N6603290 -D-0008

Government Contact: Kenny R.Bluteau (COR)
Nancy Flake, Buyer
Headquarters, USMC
(703) 6961011

Contractor Contact: Steve Jacek
Director, Business Development
Severn Companies, Inc.
(301) 3064115

Scope: U.S. Marine Corps for the augmentation of currently
existing USMC Amdahl systemsin USMC computer
facilities, CONUS and OCONUS.

Equipment Provided: Amdahl processors (5890, 5995), main memory
augmentations, channel adapters, Amdahl's UTS operating
system, Multiple Domain Feature, ML S Software.

Contract Summary: Equipment can be ordered under this contract until 30
September 1994. System software other than the Amdahl
software listed above is available through the applicable
IBM GSA schedule or other contractual vehicles. Up to 14
processors, of which 5 have already been ordered and
installed, can be acquired off this contract. No maximum
is prescribed for other devices and software provided the
equipment will be installed in the mainframe systems
procured through this contract.
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Contract Vehicle:

Government Contact :

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #8

MCFEP
Contract No. N6603292 -D-0008

Cathy Ziegler

Contracting Officer

U.S. Marine Corps

3033 Wilson Blvd., Suite 722
Arlington, VA 22201

(703) 6961010/1014

Bob Sturm
Severn Companies, Inc.
(301) 7949680

Marire Corps, mostly CONUS.

|dea Courier 10300 communications controllers, Ethernet
or Token Ring adapters, warranties, maintenance, and
training.

This contract isin place until 9 June 2000 and allows any
Marine Corps unit to purchase listed products and
services. Up to 1,556 communications controllers, 717
Token Ring interfaces, and 284 Ethernet interfaces. Under
the MCFEP contract, technology improvements may be
proposed "to save money," to improve performance, to
save energy, or for any other purpose that presents a
technological advantage to the Government.
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #9

DLA DASD and Tape Library

Phil Silas
(703) 2743210

Storage Technology
DennisLucey
(301) 6801337

DLA sites with existing IBM compatible systems.
Storage Technology DASD and tape libraries.

This contract was intended to provide peripherals for DLA
systems. Some possibility exists that other DISA
requirements can be met through this contract vehicle.

The primary issue is contract scope. Sufficient quantities
of DASD and tape library CLINs are available to meet both
DLA and other requirements.
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UNIX Workstation Contract Vehicle
Descriptions
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Contract Description #1

Contract Vehicle: Small Multiuser Computer (SMC)

Government Contact: Mary Morris
Defense Logistics Agency ZIA
Building 3 Cameron Station
DSN: 2847506/8
Comm: (703) 2747506/8

Contractor Contact: Electronic Data Systems
Sales
AnnHaller
(703) 7421585
Support
(800) 7623371

Scope: Army, Navy, Marine Corps, Defense Logistics Agency,
Reserves, and Coast Guard.

Equipment Provided: Personal computers (UNIX/DOS)
File servers (UNIX)
LAN cards for PCs and file server
Informix 4.0/4.1 (SQL RDBMYS)

Available Documentation:  CLINsand CLIN descriptions.
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Contract Description #2

|dentifier: Desktop 1V
Government Contact: Mag.J.D. Smith
Gunter AFB
(206) 416-3464
Contractor Contact: Unknown; acquisition being protested.
Scope: All services and DoD agencies. Contract awarded but was

protested as of 21 October 1992.

Equipment Provided: PC hardware and software including UNIX OS and
related applications to run on PCs.

Contract Summary: N/A
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Contract Description #3

|dentifier: TAC I
Government Contact: Mary AnnGroomes
(202) 4332387
Contractor Contact: Hughes
(800) 8431101
Scope: Limited to requirements for tactical systems. Therefore,

not usable for DISA/TIM NTI requirements.

Equipment Provided: HP workstations (UNIX)
HP servers (UNIX and X Window)

Contract Summary: N/A
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Identifier:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Description #4

Army Reserve Component Automation System (RCAS)
Army PM

Mr. Tompkins- Deputy PM

(703) 3391741

Boeing

RCAS instalations only. No provision for purchases of
equipment only.

HDS X Terminals

N/A
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Contract Description #5

Identifier: NPIC

Government Contact/PM: Grant Chisolm
(202) 8633750

Contractor Contact: Sun Micro Systems
LisaWells
(513) 2549070

Scope: All services and DoD agencies. Currently being
renegotiated. Some possibility exists that the scope of
this contract may be limited to intelligence agencies
commencing Fiscal Year 1993.

Equipment provided: Sun workstations (UNIX)
Sun servers (UNIX and X Window)

Contract Summary: N/A
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Contract Vehicle #6

Contract Vehicle: AFCAC 308

Government Contact: Mrs. Durette
(804) 764-4503

Contractor Contact: N/A

Scope: Specific Air Force programs.

Equipment Provided: UNIX workstations

Contract Summary: This contract provides UNIX workstations for DoD. The

contract quantities are depleted except for reserved
guantities for specific Air Force programs.
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Contract Description #7

|dentifier: JCALS

Government Contact: Army PM
Jm Tomaldson
(908) 5320400

Contractor Contact: Computer Sciences Corporation
Morristown, NJ
Bud Cadwell- PM
Lew Rebecca Deputy PM
(609) 2341100

Scope: JCALS installations only. No provisions for equipment-only
purchases.

Equipment Provided: X Terminals.

Contract Summary: N/A
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Contract Description #8

|dentifier: DECCO Computer Store

Government Contact: DECCOScott AFB
(618) 2569690
Bulletin Board - (618) 744 -8787

Contractor Contact: Various.
Scope: All services and agencies within DoD.
Equipment Provided: Personal computers
File servers
PC LANs
Contract Summary: N/A
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #9

Standard Engineering Wokstation (SEWS)
Barry Cain

(513) 2576721

Chuck Schneggenburger

(513) 2553366

N/A

To be determined.

Engineering workstations and potentially X Terminals,
UNIX servers, etc.

This acquisition isin a preliminary stage with no
anticipated date for RFP release.
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Contract Vehicle #10

Contract Vehicle: GTSI GSA Schedule

Government Contact: GSA Schedule

Contractor Contact: GTSI Sdes
(800) 9994874

Scope: All Govenment agencies and departments.

Equipment Provided: Primarily personal computers and related local area
networks. Also includes UNIX workstationsand X
Terminals.

Contract Summary: Thisisalargelist of PC hardware and related software

and communications equipment.
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Contract Vehicle #11

Contract Vehicle: Government Micro Resources- GSA Schedule

Government Contact: GSA Schedule

Contractor Contact: GMR Sales Office
(800) 2324671

Scope: All Government agencies and departments.

Equipment Provided: Primarily personal computer hardware and software but
also includes LAN equipment, printers, etc.

Contract Summary: Comprehensive GSA schedule for office automation
applications.
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Contract Vehicle #12

Contract Vehicle: HFSI GSA Schedule
Government Contact: GSA Schedule
Contractor Contact: Elizabeth Fox
HFSI
(703) 827-3160
Scope: All Government departments and agencies.
Equipment Provided: UNIX workstation add-in cards for personal computers.
Contract Summary: GSA schedule.
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Contract Vehicle #13

Contract Vehicle: Sylvest GSA Schedule
Government Contact: GSA Schedule
Contractor Contact: Maribeth Girard
(301) 4592700
Scope: All Government agencies and departments.
Equipment Provided: UNIX workstations, X Terminals, and related software.
Contract Summary: GSA schedule.
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Contract Vehicle #14

Contract Vehicle: NETCAP
Government Contact: Maj. Schaeffer
(617) 271-8848
Contractor Contact: N/A
Scope: Limited to intelligence community users IDHS and DoDIIS.
Equipment Provided: X Termirals.
Contract Summary: This contract includes X Terminals but the scopeis

limited to IDHS and DoDI IS users.
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Contract Vehicle #15

Contract Vehicle: AFCAC 300

Government Contact: Capt. Brown- AFCAC
(617) 377-8638

Contractor Contact: N/A

Scope: Department of Defense.

Equipment Provided: UNIX servers, UNIX workstations, X Terminals, LANSs, and
related software.

Contract Summary: ID/1Q contract due to be awarded in mid-October 1992.

This appears to be the must likely vehicle for X Terminal,
UNIX workstation, and LAN requirements for NTI
requirements.
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Contract Vehicle #16

Contract Vehicle: AFCAC 305

Government Contact: Capt. Paul M.Commeau
(617) 377-8638

Contractor Contact: N/A

Scope: Services, DLA, DISA, IRS, and other Federal agencies.

Equipment Provided: UNIX-based database machines.

Contract Summary: Acquisition of database machines for installation at sites
with host computers requiring relational database
services.
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Contract Vehicle #17

Contract Vehicle: WIS Workstation

Government Contact: Joseph G. Cloutier, WIS PM
Gunter, AFB Alabama

Contractor Contact: HFSI
Bud Smith - PM
(703) 827-3533
John Krasula
(703) 827-3718

Scope: All Government departments that are associated with
Command and Control.

Equipment Provided: Macintosh workstation with A1X (UNIX) operating system
and associated software and peripherals. Macintosh FX
personal workstations, processor and memory
augmentations, various peripherals, A/UX with security
enhancements, personal workstation software for word
processing/spreadsheets, business graphics, DBMS, LAN
boards, Amdahl processors, main memory augmentations,
channel adapters, UTS operating system.

Contract Summary: This contract allows authorized DoD unitsto order
personal workstation equipment and software.
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Communications Equipment
Contract Vehicle Descriptions
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Identifier:
Contract Number:

Government Contact/PM:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Description #1

PC LAN
F19630-91-D-0001 (AFCAC)

Jakki Rightmeyer

Shirley Dumbar
NCTAMSLANT, Code N811.2
138 E. Little Creek Road
Norfolk, VA 23502551

Comm: (804) 4451493

Digital Equipment Corporation
(800) Navy LAN [(800) 628526]

All services and DoD agencies.

Personal computers (DOS)

PC LAN OS and interface cards Novell)

Ethernet LAN cables, connectors, and transceivers

Attempting to add GOSIP LAN interface cards and interface
software. Potentially available late 1992.

N/A
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #2

ULANA
N/A

Dusty Wince
(703) 7422406

All Government agencies and departments.
Various LAN and gateway equipment.
Supports acquisition of communications equipment and

LANSs foDoD. Purchases limited to $25,000 under this
basic ordering agreement.
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Contract Vehicle #3

Contract Vehicle: ULANA I
Government Contact: Lt. King
Tinker AFB
(405) 7349773
WendelCrittenden
(405) 7349928
Contractor Contact: N/A
Scope: All Department of Defense.
Equipment Provided: Communications equipment, LANS, and gateways.
Contract Summary: This acquisition is now in process with award expected in
late 1993.
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Contract Vehicle:

Government Contact:

Contractor Contact:

Scope:

Equipment Provided:

Contract Summary:

Contract Vehicle #4

AFCAC 300

Capt. Brown- AFCAC
(617) 377-8638

N/A
Department of Defense.

UNIX servers, UNIX workstations, X Terminals, LANs, and
related software.

ID/1Q contract due to be awarded in mid-October 1992.

This appears to be the most likely vehicle for X Terminal,
UNIX workstation, and LAN requirements.
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